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Abstract: Aspect-Based Sentiment Analysis (ABSA) on Arabic corpus has
become an active research topic in recent days. ABSA refers to a fine-grained
Sentiment Analysis (SA) task that focuses on the extraction of the conferred
aspects and the identification of respective sentiment polarity from the provided
text. Most of the prevailing Arabic ABSA techniques heavily depend upon dreary
feature-engineering and pre-processing tasks and utilize external sources such as
lexicons. In literature, concerning the Arabic language text analysis, the authors
made use of regular Machine Learning (ML) techniques that rely on a group of
rare sources and tools. These sources were used for processing and analyzing
the Arabic language content like lexicons. However, an important challenge in
this domain is the unavailability of sufficient and reliable resources. In this back-
ground, the current study introduces a new Battle Royale Optimization with
Fuzzy Deep Learning for Arabic Aspect Based Sentiment Classification
(BROFDL-AASC) technique. The aim of the presented BROFDL-AASC model
is to detect and classify the sentiments in the Arabic language. In the presented
BROFDL-AASC model, data pre-processing is performed at first to convert the
input data into a useful format. Besides, the BROFDL-AASC model includes Dis-
criminative Fuzzy-based Restricted Boltzmann Machine (DFRBM) model for the
identification and categorization of sentiments. Furthermore, the BRO algorithm
is exploited for optimal fine-tuning of the hyperparameters related to the FBRBM
model. This scenario establishes the novelty of current study. The performance of
the proposed BROFDL-AASC model was validated and the outcomes demon-
strate the supremacy of BROFDL-AASC model over other existing models.
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1 Introduction

The advancements in web technologies have provided novel opportunities for the communication of
user-generated content such as website reviews, blogs, forums, social networking sites and so on [1]. The
extraordinary increase in the generation of data and the process of dealing with intricate unstructured text
in natural language involve both organizations and persons in the domain of data mining. Sentiment
Analysis (SA) (emotional analysis or opinion mining) can be defined as a computer-generated analytical
procedure to assess different types of emotions, opinions and moods of the human beings [2]. It is helpful
in deciding the attitude of a researcher, about a particular piece of content, on the basis of the subject of
interest [3]. SA results categorizes the opinions and polarities of the text corpus (i.e., news, review, or
tweet) as neutral, positive and negative. For Arabic SA, three techniques are used in general such as
hybrid-based, corpus-based, lexicon-based and hybrid-based techniques (in which both corpus and
lexicon techniques are combined) [4,5].

The intension of the common SA mechanism is to decide a single sentiment polarity for every review or
an opinionated sentence [6]. However, this cannot be always useful or practical in nature since a sentence or a
review might consist of numerous opinions covering diverse aspects of the topic under study. Moreover, such
opinions may also contradict or conflict with each other [7,8]. For instance, a reviewer may simply praise the
performance of a graphics card in a computer while disparage the lifetime of the battery [9]. Due to these
multi-faceted opinions, there is a need exists for a fine-grained analysis of the sentiments and it is
fulfilled by Aspect-Based or feature-based SA (ABSA) [10]. ABSA is an extension of SA that considers
all the types of opinions in a sentence or a review with entities and aspects under target along with its
sentiment polarity values [11]. ABSA is highly helpful at instances as discussed above. Owing to its
significance, ABSA was highly focused at workshops like SemEval and high-profile Natural Language
Processing (NLP) conferences [12]. SemEval is an annual NLP workshop that provides several insights
to the scientific community in terms of testing SA mechanisms [13]. DL is a highly-recommended
method in ML technique to handle several NLP complexities like SA machine translation called speech
recognition and entity recognition [14]. Apart from its prodigious performance, DL has an additional
advantage i.e., it does not depend on external resources or hand-crafted features.

Bensoltane et al. [15] attempted to overcome such limitations by offering Transfer Learning (TL)
techniques with the help of pre-trained language methods. This was accomplished to perform two Aspect-
Based Sentiment Analysis (ABSA) errands in the Arabic language like Aspect Category Detection (ACD)
and Aspect Term Extraction (ATE). The presented methods were constructed based on the Arabic version
(AraBERT) of the BERT method. The study compared diverse executions of the BERT method such as
feature-oriented and fine-tuning approaches. The primary finding of this study was that fine-tuning is
highly appropriate in low-resource backgrounds. Then, if the downstream layers are modelled in a
customized manner, it enhances the outcomes of the default finely-tuned BERT method. Kumar et al. [16]
recommended an effective technique for SA by efficiently merging three processes into one. The first
process was the formation of ontology to extract the semantic features. The second process utilized
Word2vec to transform the processed corpus and at last, CNN was utilized for the purpose of opinion
mining. In order to fine-tune the CNN parameters, a multi-objective function was resolved for non-
dominant Pareto front optimum values, utilizing PSO. Alshammari et al. [17] conducted a survey of the
research works conducted earlier upon SA that utilized ML, DL and lexicon-related approaches in
English and Arabic language tweets. The authors reported the outcomes for both DL as well as ML-SA
methods on Arabic tweets for the extraction of sentiments of Saudi telecommunication firms’ customers.
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The author evaluated the impact of Word Embedding and Part of Speech (POS) methods upon the
performances of DL approaches.

Ishaq et al. [18] granted a real technique for sentiment analysis. In this technique, three functions were
compiled such as the implementation of CNN, mining of the semantic features and the transformation of the
derived corpus with the help of Word2vec for opinion mining. GA was used to fine-tune the CNN hyper-
parameters. Ma et al. [19] offered an effective solution for battered aspect-related SA, particularly paying
attention to the application of common-sense knowledge in deep neural series method. In order to derive
the implications of the dependent sentiment, the authors augmented LSTM with a stacked attention
system that comprises of attention methods for sentence- and target-levels. For a precise compilation of
the implicit and explicit knowledges, the authors offered an extension of LSTM in the name of Sentic
LSTM. The protracted LSTM cell had an isolated output gate that incorporates both concept as well as
input token level memory. Moreover, the author recommended an extension of Sentic LSTM by creating
a hybrid of recurrent additive networks and LSTM which pretends like Sentic paradigms. Though several
works are available in the literature, only a few works have concentrated on hyperparameter tuning
processes with the help of optimization algorithms.

The current study introduces a new Battle Royale Optimization with Fuzzy Deep Learning for Arabic
Aspect Based Sentiment Classification (BROFDL-AASC) technique. The aim of the presented BROFDL-
AASC model is to detect and classify the sentiments found in the Arabic language. In the presented
BROFDL-AASC model, data pre-processing is performed at the initial stage to convert the input data
into a useful format. Besides, the BROFDL-AASC model performs Discriminative Fuzzy-based
Restricted Boltzmann Machine (DFRBM) model for the identification and categorization of sentiments.
Furthermore, the BRO algorithm is exploited for optimal fine-tuning of the hyperparameters related to the
FBRBM model. The performance of the proposed BROFDL-AASC model was experimentally validated
under different measures.

2 The Proposed Model

In this study, a new BROFDL-AASC technique has been developed for Arabic aspect-based sentiment
classification. The presented BROFDL-AASC model detects and classifies the sentiments expressed in the
Arabic language. Fig. | displays the block diagram of BROFDL-AASC approach.

Performance Evaluation

<Accuracy><Precision>< Recall ><F1-Score><Speciﬁcity >

r Y

Parameter Tuning Process
using
Battle Royale Optimization Algorithm
< Input: Training Dataset > y F £

A4

Y Classification Process
< Data Preprocessing using
Discriminative Fuzzy based Restricted Boltzmann Machine

Figure 1: Block diagram of BROFDL-AASC approach
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2.1 Data Pre-Processing

In the presented BROFDL-AASC model, data pre-processing is conducted at the initial stage to convert
the input data into a useful format. The steps involved are given herewith [20]:

i) Increase a space between conjunction letters, commas and special characters with that of the
subsequent word such as (5285 S sase — QDL 5 Slapuase),
ii) Eliminate every diacritic i.e., L;m-n‘-—n;wsl—
iii) Eliminate the repeated characters, for instance (Slassa— so— 3 suin 52)
iv) Eliminate the unwanted additional spaces (i-m)b—wm Ll uﬁm)
v) Eliminate unusual entries such as poems (<5 Yaa 3l Ciasal & o€ & 355 iy sai )] il M),
vi) In this study, the BERT model is applied for word embedding process.

2.2 Sentiment Analysis Using DFRBM Model

In current study, the proposed BROFDL-AASC model makes use of the DFRBM model for
identification and the categorization of the sentiments. FRBM is developed by substituting the real value
parameters of RBM with symmetric triangular fuzzy numbers [21]. However, the architecture is retained
similar to RBM as shown below.

==Y bxy-> . In (1 + et W) (1)

In Eq. (1), the weight W = (wy),,..,, bias term B = (gj)lm and C = (C}),,,, refer to the symmetric
triangular fuzzy numbers. The fuzzy-free energy function can be defuzzified using the crisp possibility
mean value of a fuzzy number that results in the subsequent defuzzified free energy function. Eq. (2)
shows the calculation for the same.

5,0 = [ 2(8"() +3"(2)) s

: ! ! Ci wh x
I~ _EZfil bjoJ N EZZ":l In (1 + € +Ej Wiy J) (2)
m

1 - 1 cRypyn .
_Ezl:bij_i In (l—l—e'+1w5x])
j=

i=1

éF(x, GL) F(x, QR)

+
2
Here, 0° = 2(W", b, cb) and Of = 2(WR, bR, ) denote the left and right limits of the fuzzy
parameter 0=2(W, B, C) correspondingly. §"() and §*(c) characterize the left and right ends of the
a—cut for §,(x), correspondingly. F(.) denotes the free energy functions of the RBM. Next, the

x),
likelihood of FRBM is described using Eq. (3):
P 8) =" G)
) Z

Here, Z = Ze*%p(") characterizes the partition functions. The updated equation for the FRBM
parameter depends on CD approach as given below.
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AWL = AWR - E ({th}data - {th}model)

3
AbL = AbR = E ({x}da[a - {x}model) (4)
€
ACL = ACR = 5 ({h}data - {h}model)
Rt + bR xb xR
Here, h — - x = X and ¢ indicate the learning rate. In this study, an alternative of FRBM

2
i.e., Discriminatory FRBM (DFRBM) has been developed using an additional set of input components that
demonstrate the class label ¢. This component is interconnected with a hidden unit using fuzzy bias vector
D = (dy), . and fuzzy weight matrix U = (4i),xx- The DFRBM is well-trained to an outstanding
classifier by following CD technique. Its fuzzy-free energy function is determined as follows.
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Now, U* and U® denote the left and right limits of U respectively whereas @ and d® correspond to the
left and the right limits of D and are evaluated as given herewith.

% 1) Fo(x 1, 09) erFD(x, i, 0%)

In Eq. (6), Fp(.) refers to the free energy function of DRBM which determines the likelihood of a
DRBM.

(6)

- e 8pxt)
P(x, t 9) oo )
where 0 = (w, U, B, C, D).
Besides Eq. (4), the update rule for the parameter of label unit in DFRBM is shown below.
AUL = AUR = %({hTt>data - {hTt>model) (8)

e
Adt = Nd® = 5 {0 data — 1) moder)

L lR

where t = - £ and ® correspond to the left and the right units sampled during the negative stages of

the training procedure.

Once a novel sample x is given for classification, the subsequent two condition likelihoods are
calculated.

e T2 (e )
PL(Zklx) = Zk edf Hm (_|_ec,-L+”ﬁ(+E;’=1W5X./)
k=1 i=1 ’
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and

, I (1 4 e
tr|x) = —
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Here, df, ck, u} and W; represent the left limits of the triangular fuzzy numbers such as d, ¢, uj;, and
wy; respectively. Further, dk; o, uf and wf; denote the right limits correspondingly. Fig. 2 demonstrates the
structure of DFRBM technique.

|
|
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Figure 2: Structure of DFRBM

Accordingly, the label of the sample x is defined using the maximal probability

o PL(tk\x) + PR(Zk ]x)
B 2

P(t]x) k=1,2,..., K. 9)

Algorithm 1: Training a DFRBM

Input: Training dataset (x(¥), #%); Learning rate; Initialized parameter 0* = (WX, U, bt, ct, d')and
Of = (wR, UR, bR, R, d®);

Output: Upgraded variables 6 and 6%.

Start positive stage

sample 10 ~ sigm ECL + xO L 4 () ULT%;

R+ XO R 4 {0 YR
Start negative phase

sample x“(1) ~ sigm (bL + B0 WL);

sample xR ~ sigm (bR + RO R);
sample £V ~ sofimax(d* + KO UL);
sample ("1 ~ softmax(d® + HROUR);
calculate #2() = sigm(ct + XL WL 4+ ADOUL p,
calculate X = sigm (CL + RO 4 tR(l)UR);

Start updated phase
upgrade 0 and 0 using Egs. (4) and (8).

sample 78O ~ sigm

b
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2.3 Hyperparameter Tuning Using BRO Algorithm

Finally, the BRO algorithm is exploited for optimal fine-tuning of the hyperparameters involved in
FBRBM model. In a certain version of the Battle Royale game, the player starts the game by jumping
from a plane and parachutes down to the map. Likewise, BRO is initiated through a random
population that is distributed uniformly across the problems, like other swarm-based approaches [22].
Then, every individual (either a player or a soldier) attempts to hurt the nearby soldier by shooting
them using a weapon. Therefore, a soldier in the best position causes harm to the nearby neighbours.
If a soldier is hurt by others, their damage level increases by one. This interaction is arithmetically
evaluated for each x;. damage = x;. damage + | in which x;. damage refers to the damage level of the
ith soldier in the population. Furthermore, if a soldier immediately wants to shift the location after
getting damaged, the result would be attacking the opponent from other sides. Henceforth, to
emphasize the exploitation procedure, the damaged soldier is moved to the point somewhere between
the preceding location and the optimal location (elite player) for which the mathematical expression
is as follows.

Xdam,d = Xdam,d + r(xbesl,d - xdam,d)a (10)

In Eq. (10), r denotes a randomly-produced value that is distributed uniformly within 0 and1 and
Xdama indicates the position of the damaged soldier in d dimension. Furthermore, the damaged
soldier tend to hurt the opponents in the following iterations whereas x;. damage is returned to 0. In
order to emphasize the exploration procedure, the damage level of the soldier surpasses the pre-
determined thresholding value. Hence, the soldier randomly respawns and dies from the possible
problem space whereas x;. damage returns to 0. By using trial and error method, the thresholding
value = 3 was found to be suitable. This process not only prevents the early convergence but also
offers the best exploration outcomes. The following equation mathematically expresses the
procedural outcomes.

Xdam,d = r(ubd — Zbd) + lbd (1 1)

In Eq. (11), /b4 and ub, correspond to the lower and the upper limits of d dimension in search domain
correspondingly. Moreover, during every A iteration, the possible searching space of the problem starts with
the shrinking down towards the optimal solution. The primary value remains at A = log,,(MaxCicle) later

A . . .
A = A+ round <§> Now, MaxCicle refers to the maximal amount of generations.

This interaction contributes towards exploration and exploitation phases. Hence, the lower and the upper
bounds are upgraded as given below.

Ibg = Xpest.a — SD(X3)
uby = Xpest.a + SD(X7) (12)

Now, SD(x) indicates the standard deviation of the entire population in d dimension and Xpes 4
denotes the location of the optimal solution. Once /b, /ub, exceeds the actual lower or upper bounds,
then it is set at the actual /b;/ub,. Moreover, to emphasize the elitism process, an optimal soldier or
player who is found, during every iteration is retained and is assumed as an elite. Except the
dimensions problem, the computation difficulty of this work depends on the size of population and
the maximal iteration count.
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Algorithm 2: pseudo-code of BRO
Start

Initialize a population (X) randomly

Initialize every parameter;
shrink = ceil(log,,(MaxXicle))
A = round (MaxXicle/Shrink)
Iter = 0;
while ending condition is not satisfied do

iter = iter + 1

for i = 1: population_size
dam =j
vic =1
it () <f ()
dam =i
vic =j
end if

if Xgqm. damage < Threshold

for d = 1: Dimension

Shift the location of damaged soldier according to:

Xdamd =T (max (xdam,d; xbest,d) — min (xdam,d; xbest,d)) + max (xdam.ch xbest,d)-
end for d

Xdam-damage = x;.damage + 1
Xvic- damage = 0

else

for d = 1: Dimension

Xdamd = r(ubg — Ibg) + b,
end for d
update 1 (Xgam)
Xdam- damage = 0

end for i

if iter > = A

update (ub — Ib) based on Eq. (12)
A = A+ round (A/2);
end if
if the /b, or ub, exceeding the actual lower or upper bounds then it sets to actual original /b, or ub,.
end while

Choose the optimum soldier as a solution.
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3 Results and Discussion

In this section, the presented model was experimentally validated using Arabic SemEval-2016 dataset.
The dataset has a total of 13,113 samples under three class labels as illustrated in Table 1. The results were
examined under different aspects such as a) 80% of TR data, (b) 20% of TS data, (c) 70% of TR data, and (d)
30% of TS data.

Table 1: Dataset details

Class No. of instances
Positive 7705

Negative 4556

Neutral 852

Total No. of instances 13113

The confusion matrices generated by the proposed BROFDL-AASC model under different aspects are
illustrated in Fig. 3. On 80% of TR data, the proposed BROFDL-AASC model identified 5,934, 3,428 and
517 samples as positive, negative and neutral classes respectively. In addition to this, on 20% of TS data, the
presented BROFDL-AASC method classified 1,516, 830, and 125 samples under positive, negative and
neutral classes correspondingly. Moreover, on 70% of TR data, the proposed BROFDL-AASC algorithm
categorized 5,228, 2975 and 395 samples under positive, negative and neutral classes correspondingly.

Table 2 and Fig. 4 show the analytical outcomes achieved by the proposed BROFDL-AASC model on
80% of TR data. In positive class, the presented BROFDL-AASC model attained accu,, prec,, reca;, spec,,
and Fy., values such as 95.12%, 95.08%, 96.66%, 92.94%, and 95.86% respectively. Meanwhile, in
negative class, the proposed BROFDL-AASC approach gained accu,, prec,, reca;, spec,, and Fy...
values such as 95.27%, 93.05%, 93.46%, 96.25%, and 93.25% correspondingly. Along with that, on
neutral class, BROFDL-AASC approach accomplished accu,, prec,, reca;, spec,, and Fy.,.. values such
as 97.96%, 91.50%, 75.70%, 99.51%, and 82.85% correspondingly.

Fig. 5 presents the results of the analysis accomplished by BROFDL-AASC approach on 20% of TS
data. On positive class, the proposed BROFDL-AASC approach accomplished accu,, prec,, reca;, spec,
and F..e values such as 95.27%, 95.35%, 96.81%, 93%, and 96.07% correspondingly. Similarly, on
negative class, the presented BROFDL-AASC technique attained accu,, prec,, reca;, spec,, and Fy.
values such as 95.50%, 93.26%, 93.47%, 96.54%, and 93.36% correspondingly. Moreover, on neutral
class, the presented BROFDL-AASC approach obtained accu,, prec,, reca;, spec,, and F,. values such
as 97.64%, 87.41%, 73.96%, 99.27%, and 80.13% correspondingly.

Table 3 and Fig. 6 display the comprehensive analytical results attained by the proposed BROFDL-
AASC approach on 70% of TR data. On positive class, the presented BROFDL-AASC technique
achieved accu,, prec,, reca;, spec, and Fy.,.. values such as 94.28%, 93.99%, 96.48%, 91.12%, and
95.22% correspondingly. Meanwhile, on negative class, the presented BROFDL-AASC technique gained
accuy, prec,, reca;, spec, and Fy.. values such as 95.59%, 93.20%, 94.06%, 96.39% and 93.63%
respectively. Further, on neutral class, the proposed BROFDL-AASC algorithm obtained accu,, prec,,
recay, spec, and Fi,.. values such as 97.47%, 92.94%, 66.16%, 99.65%, and 77.30% correspondingly.

Fig. 7 portrays the analytical results attained by BROFDL-AASC approach on 30% of TS data. On
positive class, the proposed BROFDL-AASC method attained accu,, prec,, reca;, spec, and Fi,.. values
such as 94.56%, 94.27%, 96.50%, 91.87% and 95.37% correspondingly. Similarly, on negative class, the
proposed BROFDL-AASC technique acquired accu,, prec,, reca;, spec, and F.,. values such as
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95.35%, 93.28%, 93.61%, 96.30% and 93.44% correspondingly. Also, on neutral class, the presented
BROFDL-AASC approach reached accu,, prec,, reca;, spec, and Fi,. values such as 97.79%, 92.86%,
71.37%, 99.62%, and 80.71% correspondingly.

Confusion Matrix - Training Set (80%) Confusion Matrix - Testing Set (20%)

188
1.79%

Positive
Positive

= 3 T >
s £ 3428 s E
E > 32.68% g >
z z
J< s
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(a) (b)
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Figure 3: Confusion matrices of BROFDL-AASC approach (a) 80% of TR data, (b) 20% of TS data,
(c) 70% of TR data, and (d) 30% of TS data
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Table 2: Results of the analysis of BROFDL-AASC approach under 80% of TR and 20% of TS datasets

Labels Accuracy Precision Recall Specificity F-score
Training set (80%)
Positive 95.12 95.08 96.66 92.94 95.86
negative 95.27 93.05 93.46 96.25 93.25
Neutral 97.96 91.50 75.70 99.51 82.85
Average 96.12 93.21 88.60 96.23 90.66
Testing set (20%)
Positive 95.27 95.35 96.81 93.00 96.07
Negative 95.50 93.26 93.47 96.54 93.36
Neutral 97.64 87.41 73.96 99.27 80.13
Average 96.14 92.01 88.08 96.27 89.85
Training Set (80%)
I Positive I Neutral
B Negative
100 1
95 -
£ 9]
("]
E
S 85;
80 -
75
70 -

Accuracy Precision

Recall Specificity

F-Score

Figure 4: Results of the analysis of BROFDL-AASC approach under 80% of TR data

Both Training Accuracy (TRA) and Validation Accuracy (VLA) values, attained by the proposed
BROFDL-AASC methodology on test dataset, are depicted in Fig. 8. The experimental outcomes infer
that the proposed BROFDL-AASC approach obtained the maximum TRA and VLA values whereas VLA
values were higher than TRA.

Both Training Loss (TRL) and Validation Loss (VLL) values, obtained by BROFDL-AASC
methodology on test dataset, are depicted in Fig. 9. The experimental outcomes imply that the proposed
BROFDL-AASC approach achieved the minimal TRL and VLL values whereas VLL values were lower

than TRL.

A clear precision-recall analysis was conducted upon BROFDL-AASC approach on test dataset and the
results are displayed in Fig. 10. The figure represents that BROFDL-AASC algorithm achieved enhanced
precision-recall values under all the classes.
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Figure 5: Results of the analysis of BROFDL-AASC approach under 20% of TS data

Table 3: Results of the analysis of BROFDL-AASC approach under 70% of TR and 30% of TS datasets

Labels Accuracy Precision Recall Specificity F-score
Training set (70%)

Positive 94.28 93.99 96.48 91.12 95.22
Negative 95.59 93.20 94.06 96.39 93.63
Neutral 97.47 92.94 66.16 99.65 77.30
Average 95.78 93.38 85.57 95.72 88.72
Testing set (30%)

Positive 94.56 94.27 96.50 91.87 95.37
Negative 95.35 93.28 93.61 96.30 93.44
Neutral 97.79 92.86 71.37 99.62 80.71
Average 95.90 93.47 87.16 95.93 89.84

A brief ROC analysis was conducted upon BROFDL-AASC algorithm on test dataset and the results are
portrayed in Fig. 11. The results imply that the proposed BROFDL-AASC technique exhibited its ability in
categorizing the test dataset under distinct classes.

At last, a comparison study was conducted between BROFDL-AASC model and other recent models
and the results are demonstrated in Table 4 and [7]. The experimental outcomes infer that the proposed
BROFDL-AASC model outperformed other methods. With respect to accu,, BROFDL-AASC model
produced a high accu, of 96.14%, whereas INSIGTH-1, UFAL, C-IndyLSTM, AB-LSTM-PC and
MBRA models achieved the least accu, values such as 89.18%, 90.02%, 87.52%, 89.62% and 91.84%
respectively. Further, with respect to Fi.., the proposed BROFDL-AASC algorithm obtained a high
Fyeore of 89.85%, whereas INSIGTH-1, UFAL, C-IndyLSTM, AB-LSTM-PC and MBRA techniques
achieved low Fy.,. values such as 51.69%, 54.09%, 59.29%, 55.33% and 56.17% correspondingly.
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Figure 6: Results of the analysis of BROFDL-AASC approach under 70% of TR data
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Figure 7: Results of the analysis of BROFDL-AASC approach under 30% of TS data
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Figure 9: TRL and VLL analyses results of BROFDL-AASC approach
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Table 4: Comparative analysis results of BROFDL-AASC approach and other existing algorithms

Methods Accuracy F1-score
BROFDL-AASC 96.14 89.85
INSIGTH-1 89.18 51.69
UFAL 90.02 54.09
C-IndyLSTM 87.52 59.29
AB-LSTM-PC 89.62 55.33
MBRA 91.84 56.17

4 Conclusion

In this study, a new BROFDL-AASC technique has been developed for Arabic Aspect Based Sentiment
Classification. The aim of the presented BROFDL-AASC model is to detect and classify the sentiments
expressed in the Arabic language. In the presented BROFDL-AASC model, data pre-processing is
performed at first to convert the input data into a useful format. Besides, the BROFDL-AASC model
involves DFRBM model for identification and the categorization of sentiments. Furthermore, the BRO
algorithm is exploited for optimal fine-tuning of the hyperparameters related to the FBRBM model. The
performance of the proposed BROFDL-AASC model was experimentally validated and the results
demonstrate the supremacy of BROFDL-AASC model over other existing models. In future, the
performance of the proposed BROFDL-AASC model can be improved using hybrid metaheuristics.
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