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Solving A Class of Mean-Field LQG Problems

Yun Li, Qingshuo Song, Fuke Wu, George Yin

Abstract

In this work, we study a class of mean-field linear quadratic Gaussian (LQG) problems. Under suitable conditions,

explicit solutions of the distribution-dependent optimal control problems are obtained. Riccati systems are derived

by directly solving the associated master equations. Some extensions on controls with partial observations are also

considered.

Index Terms

Controlled diffusion, LQG control, McKean-Vlasov equation, partially observable system.

I. INTRODUCTION

We consider a one-dimensional LQG problem. Suppose the controlled process Xt ∈ R is the solution of a

stochastic differential equation

dXt = (AtXt +Btut)dt+ σtdWt, (1)

where At, Bt, and σt are suitable functions of t, Wt is a standard real-valued Brownian motion, and ut is the

control. The objective is to minimize an expected cost function of the form

J(x, u) = Ex

[ ∫ T

0

(RtX
2
t +Qtu

2
t )dt

]
+ ĝ(XT ),

where RtX
2
t +Qtu

2
t is the running cost rate and ĝ(XT ) is the terminal cost.

If the terminal cost is ĝ(XT ) = E[X2
T ], it is the classical LQG problem; see, for example, Fleming and Rishel

[4] and Yong and Zhou [19], among others. There is a vast literature for LQG control problems under complete

observations as well as partial observations; see for example, [4], [7], [8], [19] and related works in [3], [9], [11],

[12], among others. It is now standard that the associated Hamilton-Jacobi-Bellman (HJB) equations can be solved

by the associated Riccati equations provided if the cost function is quadratic in the states and controls.
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In this work, we study the control problem with terminal cost given by a function not of the state but the

distribution µT of the terminal state XT . For instance, consider ĝ(XT ) = g(µT ) = (E[XT ])
2. Then it does

not belong to traditional setup of LQG problem. As noted in [17] and [1], this problem belongs to the class of

time-inconsistent control problems. Indeed, in such a problem, the dynamic programming principle (DPP) is not

applicable.

An extensive literature is devoted to time-inconsistent control problems; see [2], [18], [16], [1], [21] and the

references therein. It is worth mentioning because of no time-consistent optimal controls, the focus in the above

references is to find “locally optimal” time-consistent controls, which is referred to as “equilibrium solution”.

We emphasize that the optimal solutions are strictly different from the equilibrium solution discussed in the

aforementioned references. For the optimal solution, [17] provides Riccati system based on decoupling technique

for FBSDE; see also Example 1.2 of [18], Section 6.7 of [6], [13], and [20].

In contract to the aforementioned works, our aim is to obtain explicit solutions by solving its associated master

equation directly in Section III. The solution will provide us with insight on the dependence of the solution on the

associated distribution. The key is to identify the time-inconsistent problem as a LQ control problem in a suitable

sense, where linear and quadratic structure is referred to the functions with domains being suitable measure spaces.

Similar to the approach of traditional LQG, we also guess the solution of the master equation as a quadratic function

of the associate measure. This approach successfully reduces originally infinite dimensional master equation to a

finite dimensional Riccati system after explicit computations using L-derivatives; see Section II and [5], [6] for a

brief introduction of L-derivatives. Using our new approach, Example 2 in this paper recovers Example 1.2 of [18].

As a result, the optimal trajectory is a Gaussian process, which justifies the underlying LQ problem being linear

quadratic Gaussian.

Section IV is concerned with an extension of mean-field LQG in which the system is only partially observable.

The optimal control can be obtained by a separation principle to covert the partially observed system to a fully

observed one. Finally, we conclude the paper with a brief discussion in Section V.

II. PRELIMINARIES

A. Polynomials and Derivatives on Measure Space

Suppose µ is a distribution on Borel sets B(R) and f : R 7→ R is a real-valued function. We write

〈f, µ〉 :=

∫

R

f(x)µ(dx),

if the integral exists. We denote by

[µ]m := 〈xm, µ〉

the mth moment for any m ≥ 1. If a distribution µ has a finite mth moment [µ]m, then we write it as µ ∈ Pm.

For instance, for any x ∈ R, a Dirac measure δx belongs to Pm for any m ≥ 1, since [δx]m = xm holds.

Polynomials on P2 are defined as a linear combination of the monomials defined in this below.

1) A 1-monomial is given by a function in the form of

f(µ) = 〈φ, µ〉
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for some appropriate function φ : R 7→ R.

2) An n-monomial is a product of n many 1-monomials,

f(µ) = Πn
i=1〈φi, µ〉,

for some coefficients φi.

We use a notion of L-derivative on the functions of probability measures in a lifted space. We summarize below

a few useful results to be used in this paper.

1) The derivative of 1-monomial becomes µ-invariant,

∂µ〈φ, µ〉 = φ′(x).

2) Chain rule and product rules can be used as usual, which yields that the derivative of n-monomial becomes

(n− 1)-monomial. For instance, we have

∂µ([µ]m)n = n[µ]n−1
m mxm−1.

Note that the notion of L-derivative ∂µf is taken from [6], which is equivalent to the intrinsic derivative Dµf

introduced by [5], that is,

∂µf(µ, x) = Dµf(µ, x) = ∂x
δf

δµ
(µ, x).

B. Verification Theorem

Let (Ω,F ,P,F) be a complete filtered probability space satisfying the usual conditions, where F = (Ft)t≥0 is

the filtration on which there exists an F-adapted Brownian motion W . Given a controlled SDE

Xt = x+

∫ t

0

b(s,Xs, us)ds+

∫ t

0

σsdWs, (2)

we denote by µt the probability law of Xt and consider the cost function

J(u) = E

[ ∫ T

0

ℓ(t,Xt, ut)dt
]
+ g(µT ). (3)

In the above, u is an Ft progressively measurable control process, ℓ(·, ·, ·) is the running cost function, and g(·) is

the terminal cost. Our objective is to minimize the cost function J over an admissible control space U , i.e.,

V ∗ = J(u∗) ≤ J(u), ∀u ∈ U . (4)

Definition 1: A random process u : [0, T ]× Ω 7→ R is said to be admissible if u together with (X, J) satisfies

(2)-(3) and

ut = a(t, µt, Xt) for all t ∈ [0, T ] (5)

for some controller a in the feedback form of (t, µt, Xt). The collection of all such admissible controls is denoted

by U .

August 28, 2020 DRAFT



IEEE TRANSACTIONS ON AUTOMATIC CONTROL 4

Since the terminal cost is a function of a measure, we lift the optimal value V ∗ to a value function of the form

V (t, µ) such that V ∗ = V (0, δx) accordingly. The verification theorem says that under sufficient regularity, the

value function V (t, µ) solves the following master equation

inf
a∈M(R)

〈H(t, ·, µ, v, a(·)), µ〉

+
1

2
σ2
t 〈∂xµv(t, µ, ·), µ〉+ ∂tv(t, µ) = 0,

(6)

with the terminal condition

v(T, µ) = g(µ), (7)

where M(D) is the collections of all real-valued measurable mappings on a metric space D, and H is given as

H(t, x, µ, v, a) = b(t, x, a)∂µv(t, µ, x) + ℓ(t, x, a).

Throughout the rest of the paper, we use the convention f(t, µ)(x) = f(t, µ, x). To proceed, we say a function

f : [0, T ]×P2 7→ R is partial C1,2 if there exists continuous derivatives ∂tf, ∂µf, ∂xµf : [0, T ]×P2 ×R 7→ R. For

convenience, we denote by CI all partial C1,2 functions f satisfying a growth condition 〈|∂xµf |2, µ〉 ≤ C(1+ [µ]m2 )

for some C,m > 0. Recalling the chain rule [6, Proposition 5.102], a function f ∈ CI satisfies

f(t, µt) = f(0, µ0) +
∫ t

0
E[∂µf(s, µs, Xs)b(s,Xs, us)]ds

+ 1
2

∫ t

0 E[σ
2
s∂xµf(s, µs, Xs)]ds+

∫ t

0 ∂tf(s, µs)ds.

Proposition 2: Let b and ℓ be Lipstchitz continuous in (t, x). Suppose there exists a solution v ∈ CI of the master

equation (6)-(7) and a feedback form a∗ : (0, T )× P2 × R 7→ R satisfying the optimality condition

H(t, x, µ, v, a∗(t, µ, x)) = inf
a∈R

H(t, x, µ, v, a), (8)

for all (t, µ, x) ∈ (0, T ) × P2 × R. In addition, if there exists an optimal pair (X∗, u∗) of state trajectory and

admissible control satisfying

u∗t = a∗(t, µ∗
t , X

∗
t ),

then the optimal value is

V ∗ = v(0, δx).

PROOF: Applying the chain rule to the solution v of the master equation, for any control u ∈ U , we have

v(t, µt) = g(µT )−

∫ T

t

∂tv(s, µs)ds

−

∫ T

t

E[∂µv(s, µs, Xs)b(s,Xs, us)]ds

−
1

2

∫ T

t

σ2
sE[∂xµv(s, µs, Xs)]ds

Since u ∈ U and v solves (6), there exists feedback form ut = a(t, µt, Xt) and we can write

{〈H(s, ·, µs, v, a(s, µs, ·)), µs〉}+
1

2
σ2
s 〈∂xµv(s, µs, ·), µs〉+ ∂tv(s, µs) ≥ 0,

August 28, 2020 DRAFT
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Therefore, with the definition of H(·), we obtain

E[∂µv(s, µs, Xs)b(s,Xs, us)]+
1

2
σ2
sE[∂xµv(s, µs, Xs)] + ∂tv(s, µs) ≥ −E[ℓ(s,Xs, us)].

This implies that

v(0, µ0) ≤ g(µT ) +

∫ T

0

E[ℓ(t,Xt, ut)]dt = J(u)

for any control u ∈ U and initial distribution µ0. The other direction V ∗ = J(u∗) ≤ J(u) is straightforward. �

The verification theorem has been studied in various forms for McKean-Vlasov control problems, for instance,

Proposition 6.32 of [6]. Proposition 2 is tailor-made for our calculation compared to Proposition 6.32 of [6] in

that Proposition 2 characterizes v(t, µ) while the latter does the verification of its kernel V (t, x, µ). In this sense,

Proposition 2 can be considered as a generalization of Proposition 5.108 of [6] with general cost structure. It is

also worth mentioning that the infa∈RH(·) is used for the optimality condition (8) to simplify our calculation, but

it can be replaced by infa∈M(R)〈H(·), µ〉 for a general purpose. As mentioned, our main objective in this paper is

to obtain explicit solutions of the control problems.

III. LQG: FULLY OBSERVABLE CASE

A. Setup

We consider the following simplified version of mean-field LQG problem. It appears to be more instructive to

choose a simpler formulation so that we can bring out the main feature of the underlying problem. For general

setup (2), (3), and (4), the coefficients or the functions are given as

b(t, x, u) = Atx+Btu, ℓ(t, x, u) = Qtu
2, (9)

and

g(µT ) = D1[µT ]2 +D2[µT ]
2
1

= D1E[X
2
T ] +D2(E[XT ])

2,
(10)

for some continuous and bounded At, Bt, Qt and constants D1, D2. Note that g is polynomial of degree 2 in µ.

Example 1: (A standard LQG.) If

A ≡ 0, B ≡ 1, σ ≡ 1, Q ≡ 1, D1 = 1, D2 = 0, (11)

then the problem is a standard LQG problem. Note that terminal cost g(µT ) = [µT ]2 is linear in measure. In this

case, the dynamic programming principle is applicable and its HJB can be explicitly solved.

Example 2: This problem is taken from [18]. Let

A ≡ 0, B ≡ 1, σ ≡ 1, Q ≡ 1, D2 = 1, D1 = 0. (12)

Note that, the terminal cost g(µT ) = [µT ]
2
1 is a quadratic function in µT and the HJB does not hold.

August 28, 2020 DRAFT



IEEE TRANSACTIONS ON AUTOMATIC CONTROL 6

B. Semi-Explicit Solution in Terms of Riccati Equations

In this section, we solve explicitly the master equation (6)-(7) and apply Proposition 2 to the control problem.

(A1) Qt > 0 for all t.

With parameters given by (9), the Hamiltonian in the optimality condition (8) is quadratic in action a,

H(t, x, µ, v, a) = (Atx+Bta)∂µv(t, µ, x) +Qta
2.

Since Qt > 0, the infimum over a ∈ R is attained at

a∗(t, µ, x) = −
Bt∂µv(t, µ, x)

2Qt

with its minimum

inf
a∈R

H(t, x, µ, v, a) = Atx∂µv −
B2

t

4Qt

|∂µv|
2.

Therefore, master equation (6) becomes

〈L0v(t, µ, ·), µ〉+ ∂tv(t, µ) = 0, (13)

where the operator L0 is defined by

L0v :=
(
Atx∂µv −

B2
t

4Qt

|∂µv|
2 +

1

2
σ2
t ∂xµv

)
.

Similar to the traditional approach in LQG, we start with a guess of the value function in a quadratic function form

v(t, µ) = φ1(t)[µ]2 + φ2(t)[µ]
2
1 + φ3(t).

Then we use the method of un-determined “coefficients” to determine the three dimensional vector function φ =

(φ1, φ2, φ3). One can directly write the derivative as

∂µv(t, µ, x) = 2φ1(t)x+ 2φ2(t)[µ]1,

which is a polynomial in x. Moreover, we have

∂tv(t, µ) = φ′1(t)[µ]2 + φ′2(t)[µ]
2
1 + φ′3(t),

and

∂xµv(t, µ, x) = 2φ1(t).

By plugging the derivatives in (13) and combining the like terms, the master equation yields that

0 = [µ]2L1φ(t) + [µ]21L2φ(t) + L3φ(t), (14)

where L = [L1, L2, L3] : C1((0, T ),R3) 7→ C((0, T ),R3) are operators acted on the vector function φ =

(φ1, φ2, φ3) as

L1φ(t) = φ′1(t)−
B2

t

Qt

φ21(t) + 2Atφ1(t),

L2φ(t) = φ′2(t)−
B2

t

Qt

φ22(t) −
2B2

t

Qt

φ1(t)φ2(t) + 2Atφ2(t),

L3φ(t) = φ′3(t) + σ2
t φ1(t).

August 28, 2020 DRAFT
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Since (14) holds for all µ together with terminal condition, we have the following system of ODEs in terms of the

first-order differential operator L

Lφ(t) = 0, ∀t ∈ (0, T ), with φ(T ) = (D1, D2, 0). (15)

Note that Lφ is a linear combination of φ′(·) and quadratic functions in φ. Such a system Lφ = 0 is referred to

as a system of Riccati equations. One can easily verify the growth condition for ∂xµv, and carry out verification

theorem to conclude the following result. Furthermore, one can readily verify that the optimal path follows Gaussian

process.

Theorem 3: Suppose Qt > 0 for all t, and there exists φ ∈ C1((0, T ),R3) for Riccati system (15). Then the pair

(v, a∗) given by

v(t, µ) = φ1(t)[µ]2 + φ2(t)[µ]
2
1 + φ3(t),

and

a∗(t, µ, x) = −
Bt

Qt

(φ1(t)x + φ2(t)[µ]1)

solves the master equation (6)-(7) and the optimality condition (8). Moreover, if J(u∗) of (3) with parameter sets

(9)-(10) is well defined via (X∗, u∗) satisfying (2)-(3) and

u∗t = a∗(t, µ∗
t , X

∗
t ),

then (X∗, u∗) are optimal trajectory and optimal control, and the optimal value is

V ∗ = v(0, δx).

C. Examples: Explicit Solutions

We use Theorem 3 to solve both traditional LQG Example 1 and mean-field LQG Example 2. In both cases, the

Riccati system (15) becomes

φ′1 = φ21,

φ′2 = φ22 + 2φ1φ2,

φ′3 = −φ1,

(16)

1) Solution of Example 1: This problem can be solved using traditional LQG approach; see [19]. To use Theorem

3, one can solve (16) with terminal condition

φ1(T ) = 1, φ2(T ) = φ3(T ) = 0.

The solution for this Riccati system can be written as follows. For all t ∈ (0, T ),

φ2(t) = 0,

φ1(t) =
1

1 + T − t
,

φ3(t) = ln(1 + T − t),

which yields the optimal strategy

u∗t = −
X∗

t

1 + T − t
,

August 28, 2020 DRAFT



IEEE TRANSACTIONS ON AUTOMATIC CONTROL 8

and the value function

v(t, µ) =
[µ]2

1 + T − t
+ ln(1 + T − t).

Thus, the optimal value is

V ∗ = v(0, δx) =
x2

1 + T
+ ln(1 + T ).

2) Solution of Example 2: The solution given by [18] is attained by decoupling FBSDEs and we recover it using

Theorem 3. We solve the Riccati system (16) but with different terminal conditions

φ2(T ) = 1, φ1(T ) = φ3(T ) = 0.

The solution for this Riccati system can be written as: For all t ∈ (0, T )

φ1(t) = φ3(t) = 0, and φ2(t) =
1

1 + T − t
.

Hence, the optimal strategy is

u∗t = −
E[X∗

t ]

1 + T − t

and the value function is

v(t, µ) =
1

1 + T − t

(∫

R

xµ(dx)
)2

,

which implies the optimal value

V ∗ =
x2

1 + T
.

IV. MEAN-FIELD LQG: CONTROLLED SYSTEMS UNDER PARTIAL OBSERVATIONS

The following interesting question considered in [15] motivates our second example. Given a F = {Ft : 0 ≤ t ≤

T } progressively measurable process u : [0, T ]× Ω 7→ R, we say u ∈ L2
F

if E[
∫ T

0
|us|2ds] < ∞. A deterministic

function u : [0, T ] 7→ R is said to be u ∈ L2([0, T ]), if
∫ T

0 |us|2ds <∞. Note that both L2
F

and L2([0, T ]) are both

Hilbert spaces. We ask the question:

• How does the optimal value of (2)-(4) change if L2
F

is replaced by L2([0, T ])?

Roughly speaking, the question can be interpreted as: What is the infimum that can be achieved if the control u is

only allowed to be a deterministic process instead of a random one? It is obvious that the optimal value achieved

in the space of deterministic controls is no less than the value with random controls due to L2([0, T ]) ⊂ L2
F
. In

what follows, we consider more general questions.

A. Setup

Recall that we are working with (Ω,F ,P,F). Suppose that on this filtered probability space, there exist two

independent Brownian motions Ŵ and W̃ , respectively. For simplicity, we assume F = F
Ŵ × F

W̃ and F =

FŴ
T × FW̃

T , where F
Ŵ = (FŴ

t )0≤t≤T and F
W̃ = (FW̃

t )0≤t≤T are the filtrations generated by Ŵ and W̃ ,

respectively.

Let σ̂, σ̃, η̂, η̃ be nonnegative constants satisfying

σ̂2 + σ̃2 = 1, η̂2 + η̃2 = 1.

August 28, 2020 DRAFT
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A generic player with its initial state Xs at time s has its evolution under control u in the form of

Xt = Xs +

∫ t

s

urdr +

∫ t

s

σ̂dŴr +

∫ t

s

σ̃dW̃r . (17)

For simplicity, we require Xs to have a normal distribution N (x, s) given by

Xs = x+ η̂Ŵs + η̃W̃s. (18)

The cost functional to be minimized is given by

J(u) = E

[ ∫ T

s

u2rdr
]
+D1[µT ]2 +D2[µT ]

2
1. (19)

The distinction of the current problem compared with the previous control problem is the following crucial point.

Though the player wants to minimize the cost functional, he or she cannot directly access to the state Xt due to the

lack of the knowledge for W̃t and hence for Wt. Instead, he or she is up to design a controller using the prediction

process

X̂t = E[Xt|F
Ŵ
t ]. (20)

We denote by µ̂t the distribution induced by X̂t, i.e., µ̂t = PX̂−1
t . Indeed, X̂t can be written as

X̂t = x+ η̂Ŵs +

∫ t

s

urdr +

∫ t

s

σ̂dŴr, (21)

Now we are ready to define the optimal value under partial observation by

V ∗ = inf
u∈Û

J(u), (22)

where the control space is defined as

Definition 4: A random process u : [0, T ] × Ω 7→ R is said to be admissible if u ∈ L2
F

together with (X, J)

satisfies (17)-(19) and

ut = a(t, µ̂t, X̂t) for all t ∈ [0, T ] (23)

for some controller a. The collection of all such admissible controls is denoted by Û .

Note that if u ∈ L2([0, T ]), then one can verify with a(t, µ, x) = ut that u ∈ Û by definition. We remark that if

s = 0 and σ̂ = 0, then X̂t of (21) is deterministic, L2([0, T ]) = Û holds.

B. Semi-Explicit Solution: Separation Principle

We use the separation principle in filtering theory. The treatment of the problem is outlined below.

Step 1: Let X̂ be the prediction of X given by (20) and E and P are the error term and variance of the error

term:

Et = Xt − X̂t, Pt = E[E2
t ].

Then, E , and P satisfy

Et = η̃W̃s + σ̃(W̃t − W̃s),

and

Pt = η̃2s+ σ̃2(t− s).

August 28, 2020 DRAFT
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Recall that µ̂t to denote the distribution of X̂t. Owing to

[µT ]1 = [µ̂T ]1, [µT ]2 = [µ̂T ]2 + PT ,

we can rewrite the cost by

J(u) = Ĵ(u) +D1PT ,

where

Ĵ(u) = E

[ ∫ T

s

u2rdr
]
+D1[µ̂T ]2 +D2[µ̂T ]

2
1. (24)

Step 2: Since PT is independent to the control u, to minimize J(u), it is sufficient to minimize Ĵ(u). Next

we can apply Theorem 3 with parameters

A ≡ 0, B ≡ 1, σt = σ̂, Q ≡ 1

for

V̂ ∗ = inf
u∈Û

Ĵ(u)

with Ĵ of (24) subject to the process X̂ of (21). This yields the Riccati system

φ′1 = φ21,

φ′2 = φ22 + 2φ1φ2,

φ′3 = −σ̂2φ1,

φ1(T ) = D1, φ2(T ) = D2, φ3(T ) = 0.

(25)

Now we summarize the result in the following proposition.

Proposition 5: Suppose φ = (φ1, φ2, φ3) ∈ C1([0, T ],R3) solves Riccati system (25). Then, the optimal strategy

for the control problem (22) is

u∗t = −φ1(t)X̂
∗
t − φ2(t)E[X̂

∗
t ], ∀t ∈ (s, T ),

and the value is

V ∗ = φ1(s)(x
2 + η̂2s) + φ2(s)x

2

+φ3(s) +D1(η̃
2s+ σ̃2(T − s)).

(26)

PROOF: By Theorem 3, the solution of the master equation v̂∗ and the optimized controller â∗ associated to Ĵ of

(24) and the state prediction X̂ of (21) are given by

v̂∗(t, µ̂) = φ1(t)[µ̂]2 + φ2(t)[µ̂]
2
1 + φ3(t),

and

â∗(t, µ̂, x̂) = −φ1(t)x̂ − φ2(t)[µ̂]1.

Moreover, the strategy

u∗t = â∗(t, µ̂t, X̂
∗
t )

= −φ1(t)X̂
∗
t − φ2(t)E[X̂

∗
t ], ∀t ∈ (s, T )

August 28, 2020 DRAFT



IEEE TRANSACTIONS ON AUTOMATIC CONTROL 11

makes X̂∗ of (21) well defined as a Gaussian process. So, u∗ given above is optimal and the corresponding value

for (24) is given by V̂ ∗ = v̂∗(s, µ̂s), and finally the value of (22) is

V ∗ = V̂ ∗ +D1PT ,

which yields the desired conclusion. �

C. Two Examples

Example 3: (linear terminal cost in measure) With (D1, D2) = (1, 0), we solve the optimization of (22) defined

through partially observed system (17), (18), (19). Solving the Riccati system (25), we have

φ1(t) =
1

1 + T − t
,

φ2 ≡ 0,

φ3(t) = σ̂2 ln(1 + T − t).

Then, the optimal strategy is

u∗t = −
X̂∗

t

1 + T − t
, ∀t ∈ (s, T )

and the value is

V ∗ = 1
1+T−s

(x2 + η̂2s)

+σ̂2 ln(1 + T − s) + η̃2s+ σ̃2(T − s).

It is noted that the above value with s = 0 is

V ∗
∣∣∣
s=0

=
x2

1 + T
+ σ̂2 ln(1 + T ) + σ̃2T,

Moreover, if σ̂ = 1 and σ̃ = 0, then the above value recovers the solution of fully observable traditional LQG; see

Example 1 in Section III-C1.

Example 4: (quadratic terminal cost in measure) With (D1, D2) = (0, 1), we solve the optimization of (22)

defined through (17), (18), (19). Solving the Riccati system (25), we have

φ2(t) =
1

1 + T − t
,

φ1 ≡ 0,

φ3 ≡ 0.

Then, the optimal strategy is given by

u∗t = −
E[X̂∗

t ]

1 + T − t
, ∀t ∈ (s, T )

and the value is

V ∗ =
x2

1 + T − s
.

Note that the above value with s = 0 and σ̂ = η̂ = 1 recovers the solution of fully observable mean field LQG; see

Example 2 of Section III-C2. Interestingly, the value is invariant with respect to the observability, i.e., ∂σ̂V
∗ = 0.

The computations above both agree with our intuition; the value is non-increasing with respect to σ̂. Interestingly,

as σ̂ increases, the value is strictly decreasing for Example 3, while stays constant for Example 4. With that being

said, observation of the noise does not help in minimization for the proper quadratic terminal cost.
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V. SUMMARY

This paper focuses on mean-field LQGs with some examples. These simplified frameworks make it possible to

obtain some explicit solutions that provide us with valuable insight to a potentially complicated system. For instance,

Proposition 5 along with Example 3 and 4 clearly indicates that the value function of a partially observable system

depends not only on the distribution µs of the initial state Xs, but on its joint distribution of (X̂s, Xs − X̂s) in the

observable probability space and its orthogonal probability space. Thus, to characterize the value function in the

form of V (t, µ) depending only on the time and initial distribution is not sufficient (cf. (4.7) in [14]).

The result can be extended to multidimensional problems with no essential difficulty but more complex notation.

For instance, we consider the process Xt ∈ R
d and the cost given by

dXt = (AtXt +Btut)dt+ σtdWt,

J(u) = E

[ ∫ T

0 u⊤t Qtutdt
]
+ g(µT )

with

g(µT ) =

∫

Rd

x⊤D1xµT (dx) + [µT ]
⊤
1 D2[µT ]1.

Solving the master equation yields the following Riccati system:

φ
′

1(t)− φ⊤1 (t)BtQ
−1
t B⊤

t φ1(t) + 2A⊤
t φ1(t) = 0,

φ
′

2(t)− 2φ⊤2 (t)BtQ
−1
t B⊤

t φ1(t)−

φ⊤2 (t)BtQ
−1
t B⊤

t φ2(t) + 2A⊤
t φ2(t) = 0,

φ
′

3(t) + tr[σtσ
⊤
t φ1(t)] = 0,

with the terminal condition

φ1(T ) = D1, φ2(T ) = D2, φ3(T ) = 0.

More challenging generalization is to consider more general cost. For instance, going back to 1-d problem (2),

(3), (4), (9) with terminal cost

g(µT ) = E[X2
T ] + (E[Ψ(XT )])

2,

one shall solve the master equation with a guess

v = φ1〈ψ, µ〉
2 + φ2〈x

2, µ〉+ φ3 + φ4〈ψ, µ〉〈x, µ〉 + φ5〈x, µ〉
2.
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