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Abstract—The AI-enabled autoencoder has demonstrated great
potential in channel state information (CSI) feedback in fre-
quency division duplex (FDD) multiple input multiple output
(MIMO) systems. However, this method completely changes the
existing feedback strategies, making it impractical to deploy in
recent years. To address this issue, this paper proposes a channel
modeling aided data augmentation method based on a limited
number of field channel data. Specifically, the user equipment
(UE) extracts the primary stochastic parameters of the field
channel data and transmits them to the base station (BS). The BS
then updates the typical TR 38.901 model parameters with the
extracted parameters. In this way, the updated channel model
is used to generate the dataset. This strategy comprehensively
considers the dataset collection, model generalization, model
monitoring, and so on. Simulations verify that our proposed
strategy can significantly improve performance compared to the
benchmarks.

Index Terms—Channel modeling, artificial intelligence, CSI
feedback, data augmentation, MIMO, 6G.

I. INTRODUCTION

IN massive multi-input multi-output (MIMO) systems, it
is crucial for transceivers to obtain accurate channel state

information (CSI) to enhance spectrum efficiency and capacity
density. However, in the frequency division duplex (FDD)
system, the downlink and uplink channels exhibit different
channel fading characteristics due to their operation at different
frequencies. Consequently, the user equipment (UE) must
provide the base station (BS) with precise and comprehensive
feedback of the downlink CSI through the uplink channel. One
challenge of CSI feedback is the significant uplink resource
overhead, particularly in massive MIMO systems.

To address this issue, various solutions have been proposed
in the 3rd Generation Partnership Project (3GPP). For ex-
ample, the eType II codebook [1] compresses the downlink
CSI based on sparsity in the spatial and frequency domains.
Additionally, to further enhance recovery accuracy and reduce
feedback overhead, a deep learning (DL) based autoencoder
named CsiNet has been proposed [2]. Subsequently, various
works have been proposed to adapt to more scenarios [3]
or to address the dependency of field data [4]. However,
despite the autoencoder demonstrating superior performance
over traditional codebook-based (e.g., eType II codebook)
schemes, there are still critical challenges for its deployment
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in practical communication systems. Firstly, the AI model re-
quires extensive training with a vast channel dataset, resulting
in significant data collection and air interface expenses. This
becomes particularly challenging in dynamic communication
environments, where the channel dataset needs frequent up-
dates, making deployment of the autoencoder difficult. More-
over, the generalization of the AI model is another crucial
issue. As the UE moves to another scenario, the corresponding
channel distribution properties may differ significantly. Finally,
training the AI model is a time-consuming task, and there are
no clear conclusions on how to construct ”standard” offline AI
models provided for the UE to choose or switch, suitable for
changing communication environments. The aforementioned
issues are closely related to the entire life cycle management
(LCM) of the AI model, which includes data collection, AI
model training, model inference, model generalization, model
monitoring, model selection, and so on.

As one of the most crucial aspects, the data generation
technique not only influences the generalization of the AI
model but also determines the expense of the data collec-
tion. Data augmentation is an efficient tool for constructing
diverse datasets and mitigating the overfitting problem, and
it has been widely utilized in the fields of computer vision
(CV) and natural language processing (NLP) [5]. However,
traditional data augmentation methods are designed based on
the characteristics of image or voice data, which are fun-
damentally different from channel data. Specifically, channel
data is high dimensional in the receiving-transmitting space
domain, time domain, delay domain, and so on. The data in
different domains exhibit different distribution characteristics.
Additionally, channel data has different sparse characteristics
compared to image or voice data, stemming from the unique
wireless propagation characteristics. These differences mean
that traditional data augmentation methods may not work
effectively with channel data. Furthermore, the time taken to
generate the dataset and train the AI model is significant,
especially in communication systems with high real-time re-
quirements.

Motivated by the aforementioned requirements, a channel
modeling enabled data generation method (CMDG) is pro-
posed. This method focuses on optimizing data collection
and augmentation, aiming to reduce data collection overhead
and enhance model generalization. Specifically, field measure-
ments are conducted to obtain downlink channel data. Subse-
quently, the primary channel parameters are extracted and used
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Fig. 1. The LCM for the two sided AI model.

to analyze the stochastic parameters of the channel. As a result,
the BS updates the stored typical TR 38.901 channel model
parameters with the stochastic parameters, referred to as the
scene-specific channel model (SSCM) hereafter. Secondly, a
strategy for dataset construction is proposed to reduce the time
taken to generate the dataset and train the model. The channel
statistical parameters extracted from the field scenario can be
utilized to distinguish the scattering environment and can be
leveraged for dataset construction. The main contributions of
our work are as follows.

• We introduce a novel channel modeling enabled data
augmentation method for CSI feedback, requiring only a
limited amount of field data. This approach significantly
reduces field measurement overhead and air interface
expenses.

• We propose a dataset construction strategy leveraging
channel statistical parameters, effectively reducing data
generation and training delays for the AI model.

• Our work comprehensively addresses the issues of the
AI model LCM, encompassing aspects such as data
collection, air interface overhead, model generalization,
model monitoring, and model switching.

The reminder of the paper is organized as follows. The
standardization challenges are discussed in Section II. The
channel modeling aided dataset augmentation is given in
Section III. Simulation results are presented to verify the
efficiency of our proposed strategy in enhancing the system
performance in Section IV. Followed by the standardization

impact in Section V. Finally, the conclusions and future work
are illustrated in Section VI.

II. STANDARDIZATION CHALLENGES

The study item [7] has been initiated in 3GPP RAN1
to investigate CSI compression and feedback using a two-
sided autoencoder model. In this model, the original CSI is
compressed to a quantized bitstream with an encoder model
at the UE and transmitted to the BS via the air interface, where
it is then uncompressed to a recovered CSI using a decoder
model [8]. However, this two-sided model scheme may lead
to several issues, such as a significant overhead in training
data collection, data uploading overhead via the air interface,
weak generalization, AI model inter-operability issues during
the training phase, and more. Figure 1 illustrates the lifecycle
management (LCM) for the AI model. Therefore, this section
aims to comprehensively analyze these challenges in depth.

A. Efficient Dataset Generation

The simulation dataset often fails to encompass the full
range of diverse radio channel environments, and there is
typically a significant distribution gap between simulation and
field channel data. Therefore, it is practical to use field datasets
to train the AI model.

However, field measurements result in extensive data col-
lection and air interface expenses, making it impractical to
carry out. Training the AI model requires high-precision data;
for instance, the size of a 32-antenna port CSI sample is
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approximately 3.3 kilobytes with a precision of float 32. Con-
sequently, the total storage occupation is nearly 2 gigabytes for
a 2-rank, 30 thousand sample dataset [9]. If multiple antenna
configurations or scenarios are considered, the dataset size
multiplies, posing a substantial storage burden on the UE.
Furthermore, the collected channel data acquired by the UE
must be uploaded to the network for training, resulting in a
significant overhead on the air interface.

Therefore, both industry and academia lack comprehensive
consideration of the following questions related to data gen-
eration:

• What type and precision of channel data should be
collected by the UE? Should it be high-precision channel
samples, quantized channel samples, statistical character-
istics of the channel samples, or a combination of these?

• How can plentiful propagation characteristics of a sce-
nario be collected to improve the generalization of the
dataset (AI model) with limited samples?

• How many samples are sufficient to effectively train the
AI model in a specific scenario? If limited samples are
adequate, what is the efficient data augmentation method
with a limited number of samples?

B. Dataset Constructions Towards Generalization

The performance of an AI model trained in one scenario
(configuration) may degrade significantly when applied to
another scenario (configuration), which is commonly referred
to as a generalization issue. In wireless communication sys-
tems, configurations are flexible and based on communication
requirements, primarily including communication bandwidth,
port number, feedback bits, and other factors. If the configura-
tion changes, the performance of a legacy AI model may de-
grade by approximately 3% for bandwidth, over 20% for port
number, and 2% for feedback bits, separately [10]. Channel
scenarios vary, mainly including Urban Micro (UMi), Urban
Macro (UMa), Indoor Hotspot (InH), and others. Experiments
have shown that when a UE moves from UMi to InH, the
performance degradation can be as high as 20% [10].

Therefore, there is a need to address how to construct the
dataset to enhance the generalization of the AI model. Is it
necessary to construct a ”standardized” dataset consisting of
multiple scenarios provided to the UE for model selection?
Additionally, how can the training and model switching delay
be minimized once the UE moves to a new scenario? These
aforementioned issues are all open challenges that need to be
addressed.

III. CHANNEL MODELING AIDED DATASET
AUGMENTATION

A. Wireless Channel Feature Extraction

In this section, we generally describe some extracting meth-
ods of the channel parameters from the receiving frequency
domain channel matrix Hf .

1) Delay spread: The time domain channel matrix Ht

can be derived by performing an inverse Discrete Fourier
transform (IDFT) across the frequency dimension of the fre-
quency domain channel matrix Hf . Utilizing the time domain
channel matrix, we can compute the power delay spectrum,
which allows us to determine the multipath delays and their
associated power. Subsequently, the delay spread (DS) can be
calculated by obtaining the mean value of the multipath delays,
weighted by the corresponding multipath power [11]. The DS
serves as a characterization of the multipath component (MPC)
richness within the channels.

2) Angle spread: The frequency domain channel matrix Hf

is in the port domain, and therefore, it needs to be transformed
into the angle domain channel matrix Hang using a two-
dimensional Discrete Fourier transform (DFT). This transfor-
mation allows for the retrieval of receiving and transmitting
angle values within sparse spatial directions. The angle spread
(AS) value can then be computed by evaluating the angle
values weighted by their corresponding gains [6]. The AS
serves as an effective indicator of the dispersion characteristics
of multipaths.

3) Ricean K factor: To calculate the Ricean K factor
(KF) in a wideband system, the distinguishable multipaths
are initially extracted from the channel matrix. Subsequently,
the KF can be derived from the ratio of the power of the
deterministic MPC and the power of all the other stochastic
MPCs [11].

In this paper, we have provided a preliminary description of
some methods for extracting multipath statistic parameters. For
additional channel statistic parameters, such as cluster number,
cluster DS, and cluster AS, readers can refer to [12].

B. Data Augmentation via Channel Modeling

Data augmentation is a powerful technique for creating
diverse and plentiful training datasets. It has been extensively
utilized in the fields of CV and NLP [5], involving methods
such as noise injection, random erasing, and flipping, which
are aimed at enhancing dataset diversity and alleviating over-
fitting issues.

While these methods are well-suited for traditional DL
problems, they are designed based on the characteristics of
image or voice data. However, channel data in communica-
tions exhibits significantly different characteristics compared
to traditional DL problems. Specifically, channel data is
high-dimensional, encompassing the receiving port domain,
transmitting port domain, time domain, delay domain, and
more. Data from different domains possess distinct distribution
characteristics. The unique attributes of channel data render
traditional data augmentation techniques ineffective in captur-
ing the intrinsic characteristics of the channel data, thereby
leading to poor performance in the wireless communication
domain.

The 3GPP channel model, TR 38.901 [6], represents the
state-of-the-art standard for obtaining channel simulation data
and effectively evaluating physical layer techniques. This
model falls under the category of geometry-based stochastic
channel models (GBSM) [13], which captures the stochastic
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Fig. 2. Channel modeling based data augmentation method.

distribution characteristics of MPCs, such as DS, AS, and
more. The statistical parameters within TR 38.901 are typically
weighted or averaged by various companies, making it a
widely used benchmark model in general scenarios. It is
important to note that in specific locations, the channel param-
eters in TR 38.901 may not be entirely accurate. However, in
the case of CSI feedback, the training dataset is expected to
accurately reflect the actual channel propagation environment
as much as possible.

Inspired by the GBSM channel modeling method, if one
desires a large volume of simulation channel data for a specific
location, the following steps can be followed. First, field
measurements are conducted in the specific location to obtain
downlink channel data. As the field data is utilized to capture
the primary propagation characteristics of the channel, a
limited amount of field data is typically sufficient. Second, the
main channel parameters of the data are extracted, primarily
including the MPC parameters and cluster parameters as men-
tioned in Section III-A. Third, these parameters are utilized to
analyze the statistical characteristics of the channel, effectively
representing the wireless propagation characteristics. Subse-
quently, these statistical parameters are transmitted to the BS
and used to update the parameters of the standard TR 38.901
channel model, resulting in the creation of the SSCM. Finally,
the SSCM is employed to generate simulation channel data
corresponding to the specific location. The aforementioned
steps provide an overview of the proposed channel modeling
aided data augmentation method, as illustrated in Fig. 2.

To further enhance the precision and flexibility of SSCM
on describing a specific place, the Poisson distribution is
used to describe the number of clusters, which may bring an
innovation to the typical TR 38.901. In typical TR 38.901,

the cluster number is a constant value. It is generally regarded
that the clusters are formed by the scatters in the wireless
environment, some of which are steady clusters for example
the buildings or trees, while some of which are dynamic
or temporary clusters for example the cars or pedestrians.
At different time, the cluster may change even in a fixed
place. Therefore, it is better to describe the variability of the
clusters in the environment, as the temporary clusters change
dynamically in the actual systems. Motivated by the above
requirements, the Poisson distribution is used to fit the number
of clusters. Obviously, a varying number of clusters is more
suitable for the actual deployed system.

Our proposed data augmentation method inherently has the
following benefits:

• Traditional field dataset relies on millions of field mea-
surement to construct the dataset. While, our proposed
strategy only needs to collect a limited number of field
channel data, for example in Section IV-A 800 field
samples are sufficient to construct the SSCM dataset.
Therefore, the SSCM can immensely reduce the field
measurement expense.

• In our strategy, the air interface expense is only the
stochastic characteristics parameters of the channel.
While, in the field dataset strategy, it has to transmit the
whole field dataset from the UE to the BS, which brings
huge expenses to the air interface.

• The SSCM inherits the property of the GBSM, that is the
channel multipath parameters obey a certain distribution
rather than a determinate direction, for example, the mul-
tipath angle of departure obeys inverse Gaussian distribu-
tion, multipath DS obeys logarithmic normal distribution
and so on [6]. This brings diverse channel characteristics
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Fig. 3. Illustration for the dataset construction.

to the simulation dataset, which no doubt benefits to the
generalization of the autoencoder.

• As the UE can obtain the channel statistics parameters
from the field channel data, the channel statistics param-
eters can serve as an efficient tool for the AI model mon-
itoring. Once the channel statistics parameters undergo
a certain degree of change, which means the wireless
propagation environment changes, then it reminds us to
check if the current AI model still works efficiently.

C. Dataset Construction

The CMDG serves to reduce data collection expenses and
air interface overhead. However, it’s important to note that
the process of generating the dataset by the BS using the
SSCM simulator, as well as the subsequent use of the pro-
duced dataset to train the AI model, are both time-consuming
operations. In this section, a strategy for constructing the
dataset is proposed to reduce the delay in dataset generation
and the training delay of the AI model. The TR 38.901
typically describes a general scenario, which may not be
detailed enough to generate a channel dataset for a specific
scenario. This limitation prompts us to categorize the scenarios

outlined in TR 38.901 into more detailed sub-scenarios based
on the channel statistical parameters, such as AS, DS, KF, and
others.

For example, AS or DS can help distinguish the complexity
of the scattering environment, both in separate space and time
domains, as a large AS/DS value typically corresponds to an
environment with abundant scatters. Additionally, the KF can
help distinguish between line-of-sight (LOS) or non-line-of-
sight (NLOS) propagation scenarios, as a smaller KF indicates
a higher probability of an NLOS scenario.

Based on extensive field measurements, we can develop a
methodology to categorize the scenarios outlined in TR 38.901
into N sub-scenarios based on channel statistical parameters.
Assuming the KF, AS/DS, and cluster number each divide the
scenario into m, n, and q sub-scenarios, respectively. For a
typical UMa scenario, it can be divided into N = m ∗ n ∗ q
sub-UMas. We can then construct N datasets corresponding
to the sub-UMas using the approach mentioned in the data
augmentation part, simultaneously obtaining N sets of channel
parameters corresponding to the N sub-UMas.

When a UE enters a new UMa scenario, it can acquire the
channel statistic parameters and upload them to the network.
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Fig. 4. SGCS performance: a) performance comparison in different samples; b) performance comparison in different feedback bits.

The network can then directly select one or several sets of sub-
UMa datasets by comparing the uploaded channel parameters
with the parameters of the N sub-UMas. This approach helps
to reduce the generation delay. Furthermore, we can pre-train
the AI model for each sub-scenario in advance using the
corresponding dataset. If a single sub-UMa dataset is chosen,
the training delay can also be reduced.

IV. SIMULATION RESULTS AND DISCUSSIONS

A. Experiment Setting and Evaluation Metric

The field measurement data in a typical UMa scenario are
used, where frequency channel matrix Hf is provided. Please
refer to [14] for more detailed measurement configurations
and data information. Three training datasets are constructed
respectively with field channel dataset, TR 38.901 simulation
dataset, and CMDG-based simulation dataset. Specifically, the
field dataset is constructed with 5 sampling groups randomly
selected in the AB path, in each group 5 sites are randomly
selected and all the heights and directions are selected, totally
800 channel samples are selected. Similarly, the testing dataset
is constructed randomly selected from the residual groups in
the AB path, in each group 4 sites are randomly selected
and all the heights and directions are selected, totally 640
channel samples are selected. The training set and the testing
set are completely separated by the groups, whose distance is
at least 15 meters. In this way, we can verify the generalization
capability of the AI model. As the field channel data in a
path is not large enough for the autoencoder being trained to
converge, noise injection technique [5] is used to increase the
dataset size. In the CMDG, the 800 field samples are used to
accomplish our proposed data augmentation method.

The average squared generalized cosine similarity (SGCS)
[4] is used to evaluate the CSI compress and recovery preci-
sion.

B. Performance of CMDG

In this section, we carry out simulations to evaluate the
performance of CMDG. We compare the proposed algorithm
with the following three benchmark schemes: 1) field channel
dataset with noise injection (F&N) based scheme. 2) TR
38.901 simulation dataset based scheme. 3) eType II codebook
feedback scheme.

Figure 4 (a) shows the SGCS performance versus the size
of training dataset for different schemes. The feedback bits of
the autoencoder is 56. As the F&N uses the field channel
data, it converges the fastest, and almost keep stable with
the increase of dataset. This is because the noise injection
cannot mine the intrinsic characteristics of the channel data,
thus does not enrich sufficient diversity to the dataset. The
CMDG outperforms eType II and F&N at large size of
dataset. And TR 38.901 exhibits the lowest SGCS. Figure
4 (b) demonstrates the SGCS performance versus different
feedback bits for different schemes. Sufficient large dataset
is used to guarantee the convergence of all the schemes. It
can be observed that, for all the schemes, the SGCS increases
with the increase of feedback bits. The CMDG obtains the
best SGCS performance. This is because the CMDG brings
abundant channel characteristics corresponding to the actual
environment, thus it possesses strong generalization capability
in comparison with benchmarks.

C. Performance of Dataset Construction

In this section, four sets of simulation dataset are generated
with TR 38.901 simulator to evaluate the performance of
our proposed strategy of dataset construction. The carrier fre-
quency is 2.6 GHz, the bandwidth is 20 MHz, the transmitter
and receiver antennas are 8 and 4, respectively. The detailed
channel parameters are illustrated in Table I all in UMa
scenario, where lg represents the 10-base logarithm, ASD
is the azimuth angle spread of departure, µ and σ represent
the mean value and the standard deviation. From the table,
we can see that the four datasets are generated with different
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TABLE I
THE CHANNEL PARAMETERS OF THE SIMULATION DATASET.

Dataset A B C D
µlgDS -7.6 -6.8 -6.0 -6.6
σlgDS 0.7 0.675 0.65 0.66
µlgASD 1.26 0.7 1.6 0.75
σlgASD 0.3 0.25 0.28 0.24
µKF 10 8 7 8.3
σKF 4 3 4 2.8

testing SGCS performance 0.8655 0.9127 0.8775 0.9133

channel statistic parameters, representing four kinds of sub-
UMa scenario with different scattering environment.

Assuming the parameters and dataset of A, B, C are pre-
measured and constructed in three different sub-UMa scenar-
ios, and parameter set D corresponds to a measured channel
in a newly deployed scenario. By comparison, we can see that
parameter set B has the highest similarity with scenario D.
From Section III-C, we know that the dataset and AI model
of B can be used to accomplish the CSI compression and
feedback task in scenario D.

The four AI models are trained with the four training
datasets constructed with parameter sets of A, B, C, and D,
respectively. Then, the four AI models are tested with the test
dataset constructed with D. Table I illustrates the performance
of the four AI models tested on dataset D. From the simulation
results we can see that there is only small mismatch between
the performances of B and D, that is only 0.066% performance
degradation. Simulation results verify that, through carefully
design, the dataset construction method can achieve compar-
ative performance with the CMDG. Besides, the SGCS of
simulation dataset is higher than that of field dataset, as there
is relative small distribution difference between the training
dataset and the test dataset in the simulation dataset.

V. STANDARDIZATION IMPACT

The minimization of drive tests (MDT) [15] is utilized to
monitor the state and performance of communication networks
by gathering data from the UEs. It primarily consists of
immediate MDT and logged MDT. Specifically, immediate
MDT involves measurements by UEs in a connected state,
reporting the results to the network periodically or when
event-triggered. On the other hand, logged MDT implements
measurement logging by UEs in an idle or inactive state,
reporting to the network upon event-triggered occurrences,
such as quantity-based events. Overall, MDT is a convenient
and cost-effective method for data collection, as it does not
require additional equipment.

In the current MDT specification, the criteria for large-
scale channel quality are measured and reported, such as
reference signal receiving power (RSRP), reference signal
received quality (RSRQ), and others. However, for the pro-
posed CMDG, the measurement and reporting of statistical
parameters related to CSI, such as DS, AS, KF, cluster-related
parameters, are not yet supported in MDT. Therefore, it is
proposed to specify these statistical parameters in MDT and
enhance the corresponding UE capabilities. Additionally, the

logged MDT is currently only supported in idle or inactive
states. However, the reference signals (RS) (i.e., CSI-RS)
used to extract channel parameters are only transmitted in the
connected state. Thus, the connected state configuration and
corresponding measurements should be enhanced in the logged
MDT.

VI. CONCLUSIONS AND FUTURE WORK

In this study, we analyzed the challenges faced by the AI-
enabled autoencoder in CSI feedback, which include the over-
head of dataset collection, weak generalization, and training
strategy. To address these challenges and contribute to future
standardization, we presented a channel modeling-enabled
data augmentation method that comprehensively considers
data collection, model generalization, and model monitoring.
Based on the CMDG, we further proposed a strategy for
dataset construction, pointing out a promising direction for
dataset improvement. Simulation results demonstrated that
CMDG significantly enhances SGCS performance compared
to benchmarks. Additionally, we discussed the impact of
standardization in our findings.

Research on the integration of AI and air interface is still
in its early stages, and further tests are needed to verify
the feasibility of our proposed dataset construction strategies.
More field measurements should be conducted across various
scenarios to establish a quantitative methodology for deter-
mining which channel statistics parameters to use and how
many categories to divide based on each channel parameter.
Furthermore, we highlighted the potential use of channel
reciprocity to reduce the overhead of UE measurement and
reporting. Despite only partial channel reciprocity between
uplink and downlink channels in FDD, uplink channel mea-
surement and statistical analyses may be sufficient to decide
the sub-scenarios. If so, the sub-scenarios can be directly
selected by the BS via uplink measurement, eliminating the
need for additional downlink measurement and reporting by
the UE.
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