
Some data-centric 

artificial intelligence (AI) 

practices often resemble 

the preprocessing used 

in traditional AI systems; 

therefore, there is a 

possible misconception 

about the two 

approaches. This article 

differentiates these two 

aspects to guide the AI 

community to unlock  

the hidden potential  

of the data-centric  

AI paradigm.
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T he data-centric artificial in-
telligence (DC-AI) concept 
was first coined by Prof. 
Andrew Ng in a livestream 

session hosted on 24 March 2021.1 
DC-AI gives a higher preference to 
data rather than iteratively improv-
ing only the complex code in AI mod-
els.2 DC-AI can contribute greatly to 
advancing the technical efficacy of 
AI in solving many real-world com-
plex problems that are unlikely to be 
solved with other approaches, such as 
model-centric AI (MC-AI).3 The MC-AI 
approach mainly improves the archi-
tectural aspects, specifically the code, 
of AI models. A detailed introduction 
of both MC-AI and DC-AI is presented 
in Figure 1.

T h e m a i n m o t i v a t ion s b e h i n d 
these code-based developments (that 
is, MC-AI) are to overcome multiple is-
sues in AI, such as larger parameters, 
stability problems, computing over-
head, deficiencies in salient feature 
extraction, and model sizes. As a re-
sult, a variety of AI models have been 
developed, and more developments 
are underway in this context (that is, 
improving code in AI models) to fur-
ther advance AI.4 Here, we summarize 
six main research dimensions (most 

MC-AI) in which the AI community is 
investing a lot of effort and money in 
the ongoing era:

 › improving the network architec-
ture of models

 › pruning/quantizing the 
network architecture by 
removing redundant weights/
parameters

 › developing new AI models (or 
upgrading existing versions)

 › developing new frameworks for 
AI model training (that is, cen-
tralized → decentralized)

 › devising new strategies for hy-
perparameter tuning to improve 
model performance

 › expanding horizons of AI appli-
cations to multiple disciplines/
problems.

As mentioned, the AI community 
pays relatively more attention to im-
proving the architectural aspects in 
AI models rather than data. Currently, 
most researchers/engineers compare 
model accuracy (like competitions in 
Kaggle and AI conferences, such as the 
Neural Information Processing Sys-
tems) with a fixed dataset. However, 
data are an integral component for AI 

quality, and DC-AI is also mandatory 
to rectify as well as increase the adop-
tion of AI technology. In addition, it 
can address longstanding problems 
of conventional MC-AI (for example, 
trustworthiness, reliability, and AI 
use for social good).5 This is the right 
time to take practical steps to adopt 
and realize DC-AI, making a signifi-
cant impact on our society.6 

Unfortunately, the AI community 
and its researchers are hesitant to 
adopt DC-AI on a large scale, and they 
regard DC-AI as merely a substitute for 
the preprocessing in conventional AI 
models. However, that is not the case 
because DC-AI is a much more promis-
ing and handy technology that is not 
simply for preprocessing data. In this 
article, we take the first step toward 
communicating the promises of DC-AI, 
and we highlight the fundamental dis-
tinction between DC-AI and prepro-
cessing to guide the AI community in 
the right direction. Our painstaking 
analysis can contribute to sparking 
further developments in DC-AI, lead-
ing to the development of transforma-
tive AI systems for the well-being of 
the general public around the world.

BREAKTHROUGHS IN AND 
SCOPE OF DC-AI 
This section presents the major break-
throughs in and scope of the DC-AI 
paradigm.

Accuracy enhancement in 
defect detection scenario
In some scenarios, there can be some 
predefined performance targets (for 
example, ≥90% accuracy) that need to 
be accomplished using AI. To this end, 
MC-AI alone may not help meet those 
targets because it often pays less at-
tention to the data, which constitute 
an important component of AI qual-
ity. To that end, we present a scenario 
in which the accuracy target for de-
fect detection in steel was set to 90%. 
Despite significantly improving the 
code, the accuracy was not improved 
much by using the MC-AI alone. In con-
trast, DC-AI was handy in augmenting 

Developers need to look into the data (that is, iteratively
inspect and improve the data) as well rather than
iteratively improving codes and/or algorithms alone.

Developers usually pay more attention to tweaking
the model’s codes/algorithms, rarely inspecting the data.
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FIGURE 1. Introduction of DC-AI and MC-AI. The notations D and C refer to data and 
code, respectively. The prime sign (’) in formalization indicates priority. 
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accuracy by 16.9%. This scenario af-
firms the need to employ DC-AI to ac-
complish certain performance targets 
while solving real-life problems.

Accuracy enhancement in 
anomaly detection scenarios
Accurately detecting data points 
that are anomalous in time series 
data is a very challenging task, and 
existing MC-AI-based techniques 
yield poor performance in real-time  
applications involving time series  
data. In this regard, a recent DC-AI- 
based approach obtained 100% ac-
curacy in detecting data points that 
are anomalous.7

Training of deep neural 
networks with fewer data
Recently, there has been an increas-
ing trend to use AI models on re-
source-constrained devices. To this 
end, reduced model size and fewer 
but good-quality data are of prime im-
portance. In line with these trends, a 
recent DC-AI-based approach was de-
veloped to train a deep neural network 
(NN) model with many fewer data, 
leading to significantly lowering the 
model size by 1.54 × while improving 
accuracy by up to 5%.8

Domain-specific data for general-
purpose language models
Recently, there has been an increas-
ing focus on automating language 
models for social services, such as 
a mobile doctors. In these services, 
good-quality data can help answer 
precisely and accurately. Recently, 
a Stanford Center for Research on 
Foundation Models  team developed 
a general-purpose language model 
with domain-specific data.11 The pro-
posed model is low-cost in terms of 
the computing budget while exploit-
ing training recipes.

In addition, DC-AI can bring more 
benefits12 in terms of AI model devel-
opment time (10×), the time required 
from developing to deploying the AI 
model (65%), and accuracy enhance-
ment (40%). Finally, it can help address 

other issues (that is, bias, explainabil-
ity, etc.) in MC-AI.

The potential scope of DC-AI is 
not limited to the data-driven AI do-
main only. It can optimize the per-
formance of conventional machine 
learning (ML) (both supervised and 
unsuper vised) and deep learning 
models (such as NNs). In unsuper-
vised learning, DC-AI can help with 

reducing the number of iterations in 
clustering, deciding optimal values of 
hyperparameters based on data size, 
forming balanced clusters, determin-
ing optimal convergence criteria, etc. 
Moreover, it is important to note that 
DC-AI may not be very beneficial in 
large-scale AI models that consume 
big data; however, it can contribute to 
reducing the computing budget and 
fixing social problems (for example, 
fairness, transparency, etc.) in them. 
Also, it can be a viable approach when 
those models yield poor performance 
owning to invalid and mislabeled 
instances.

DC-AI VERSUS 
CONVENTIONAL 
PREPROCESSING
Workflows for DC-AI and preprocess-
ing, when applied to solving some 
real-world problems using AI, are il-
lustrated in Figure 2. We can see that 
DC-AI evaluates data throughout the 
lifecycle of an AI project, whereas 
preprocessing is applied just once. In 
the collection phase, data quality is 
given higher preference than quan-
tity, and data are evaluated based on 
relevance to the problem. Further-
more, the appropriate data providers 
that can provide high-quality data 

at the lowest possible cost are deter-
mined in this phase. 

In the data engineering phase, 
labeling performed by multiple la-
belers is assessed from a consistency 
point of view. The annotation process 
and sizes of the bounding box are also 
evaluated to filter out ambiguous la-
beling. Bounding boxes can also be 
used to align the values of attributes 

in synthetic as well as real data en-
closed in a tabular form. They can 
also be used in medical image anal-
ysis, human activity recognition, 
etc. Also, class distributions [such 
as people’s income (for example, 
≥US$50,000 and <US$50,000) or dis-
ease distributions in medical data] 
can be determined via visualization, 
and all features are evaluated to gen-
erate representative data. We refer 
interested readers to get more in-
sights about the iterative evaluations 
performed in the lifecycle of DC-AI 
from an informative blog.13

The evaluation techniques used 
in the preceding two phases are dif-
ferent from the ones for other phases, 
such as model building and hyperpa-
rameter tuning. In modeling build-
ing, it is assessed whether all sam-
ples were equally used in AI model 
training or not.9 In hyperparameter 
tuning, it is evaluated whether the 
optimal set of parameters can yield 
consistent performance in unseen 
data or not.

A comparative analysis of DC-AI 
and preprocessing techniques is 
given in Figure 3. From the analysis, 
DC-AI encompasses more sophis-
ticated techniques for data qual-
ity enhancement/enrichment than  

DC-AI can contribute greatly to advancing  
the technical efficacy of AI in solving many  

real-world complex problems that are  
unlikely to be solved with other approaches,  

such as model-centric AI.
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preprocessing. Although preprocess-
ing entails useful techniques that can 
improve data, many aspects concern-
ing AI quality are often overlooked. 
For example, preprocessing does not 
stress the need to ensure greater diver-
sity in the training data, which is vital 
for fair decision making in AI systems. 
Similarly, important checks, such as 
whether data are complete from all per-
spectives or not, whether data are up to 
date or not, and whether the data are 
relevant to the problem under investi-
gation or not, are often overlooked in 
preprocessing. Furthermore, prepro-
cessing is applied to data that were al-
ready collected, without paying atten-
tion to relevance. In addition, it offers 
no concrete solutions when data-col-
lection budgets are small. 

There are four main techniques in 
preprocessing, such as data cleaning, 
integration, transformation, and re-
duction. Data cleaning is an import-
ant preprocessing technique in which 
multiple operations (that is, outlier 
removal, imputing/ignoring missing 
values, eliminating noise, and address-
ing inconsistencies) are performed to 
clean data. Data integration is the pro-
cess to combine data scattered across 
multiple sources/institutes, and it is 
often regarded as data warehousing. It 
is required to solve complex problems 
like detecting the existence of nodules 
by using computerized tomography 
scan images. Data transformation is 
employed to change the structure, 
value, or format of data. It can give 
proper meaning to the data, and it can 

be accomplished using normalization, 
generalization, feature selection, and 
aggregation operations. Data reduc-
tion deals with reducing the size of 
data without losing guarantees on an-
alytical results. It is imperative while 
performing analytics on a massive 
amount of data.

In contrast, DC-AI puts more em-
phasis on data quality before the ini-
tiation of AI-powered solutions to 
any problem, and it can be a potential 
remedy for longstanding problems in 
AI.10 It includes more techniques that 
are relatively more advanced than 
preprocessing and that can open up 
the black-box nature of AI models. 
There are three key building blocks of 
DC-AI: data-first strategy (DFS), intelli-
gent data architecture (IDA), and data 
compliance. DFS alone provides many 
sophisticated techniques compared to 
traditional preprocessing. For exam-
ple, it ensures data quality, availabil-
ity, and observability through 14 dif-
ferent operations. IDA ensures proper 
versioning of data and ensures effec-
tive utilization of data in the lifecycle 
of product development. Data compli-
ance ensures privacy-aware process-
ing of data, and it provides practices 
that are imperative for the responsible 
use of data.14 It is worth noting that 
some of these techniques may not be 
needed all the time, and, therefore, op-
timal techniques can be selected based 
on domain knowledge.

It is important to note that some 
preprocessing techniques are used 
with DC-AI. However, the correct 
order and combinations as well as 
a relevancy analysis are rigorously 
performed before their actual use. 
The role of preprocessing is limited 
(for example, it ends once the model 
is trained/deployed), and it can only 
marginally improve some aspects of 
AI (such as accuracy). Furthermore, 
preprocessing is a one-time event 
(that is, before training an AI model). 
In contrast, DC-AI is an iterative pro-
cess of data quality enhancement/
assessment and is expected to bring 
a dramatic revolution in AI that is 
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FIGURE 2. Workflows for preprocessing and DC-AI when applied to solving real-world 
problems. (a) Preprocessing in practice. (b) DC-AI in practice.
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not possible with MC-AI and/or pre-
processing alone, and it can likely be 
adopted to solve global issues (for ex-
ample, climate change, supply chain 
disruptions, and event prediction). 
The amalgamation of DC-AI with pre-
processing, MC-AI, and other relevant 
techniques is imperative to advancing 
AI technology.

It is worth noting that DC-AI has 
certain challenges that require the 
urgent attention of the AI commu-
nity. For instance, DC-AI recommends 
higher diversity in training data—
but, sometimes, it is hard to meet the 
required diversity criteria owing to 
data aggregation from identical do-
mains or groups of people. Data com-
pleteness checks are mandatory in 
DC-AI, but this can be a hard task, par-
ticularly when the data engineers are 
not experts in the field of application. 
Handling a massive amount of data in 
which most instances are manually 
labeled poses serious challenges in the 
process of data auditing/governance. 
In the absence of automated tools, fix-
ing data quality problems by identify-
ing faulty parts from large-scale data 
is challenging. Also, applying DC-AI 
to numerous data types is tricky be-
cause data engineers may not be in-
timate with all data types/formats. 
Finally, one benefit of deep learning 
(over conventional ML) is a simplified 
data engineering process; therefore, 
most DC-AI criteria may be inher-
ently fulfilled, and DC-AI may no lon-
ger be needed.

FUTURE PROSPECTS OF  
THE DC-AI PARADIGM
Soon, DC-AI will foster AI use in 
many commercial sectors, and AI can 
vastly contribute to the social good. 
For example, it can thwart the dou-
bling data rule of MC-AI, which can 
contribute to lowering computing 
overhead. It encourages higher diver-
sity in training data, which can help 
prevent unfair decision making with 
AI. It can also contribute to under-
standing the outcomes of AI models 
by offering higher transparency in 
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the training data as well as equal data 
utilization in model training. Here, 
we demonstrate the possible advan-
tages that can likely be gained from 
DC-AI in the near future:

 › It can significantly reduce com-
puting overhead by collecting 
only necessary data (rather than 
doubling the data) when AI mod-
els yield deficient performance.

 › It can foster AI use in industrial 
domains involving limited (or 
poor-quality) data.

 › It can benefit from high-quality 
pretrained AI models rather 
than needlessly building models 
from scratch. Since DC-AI 

suggests taking advantage of 
the pretrained model as much 
as possible while improving 
data, a single line of code, such 
as import BERT as bt, can be 
sufficient to use a high-quality 
pretrained model with slight 
modifications in any new 
application.

 › It can provide strong candidates 
to address performance issues 
(such as accuracy) by identify-
ing vulnerabilities in data and 
correcting them before building 
AI models.

 › It can augment the adoption 
of AI technology in multiple 
sectors, and make AI afford-
able for small businesses 
(for example, in the retail 
industry). There can be a lack 
of computing resources for 
small businesses owing to 
lower share/sales. However, 
building large-scale models 
requires computing infra-
structure that can increase 
the operational cost for such 

businesses. Given the fact that 
DC-AI can yield desired results 
with the amalgamation of 
limited data and pretrained 
models, it can contribute 
to making AI affordable for 
small businesses.

 › It can increase the lifespan of AI 
models by preventing data/con-
cept drifts beforehand.

 › It can increase the robustness 
and trustworthiness of AI by 
providing greater visibility in 
the training data and evaluating 
data N times.

 › It can lessen any unintended 
consequences from AI tech-
nology on humans as well as 

make AI widely accessible and 
realizable.

Apa r t f rom t hese possible pros-
pects cited, DC-AI can contribute 
to making AI more responsible and 
transformative.

DC-AI is a modern paradigm 
with lots of opportunities to 
enhance the technical efficacy 

of AI in terms of development, de-
ployment, adoption, and governance. 
Challenges remain, such as overcom-
ing misconceptions between DC-AI 
a nd pre pr o ce s s i n g ,  b e com i n g a 
complementary approach to MC-AI, 
and inherently fulfilling DC-AI in 
some cases, but they will be con-
quered as DC-AI use increases with 
AI developments. Finally, DC-AI is 
still in its infancy, and joint efforts 
from multiple stakeholders are im-
perative for adopting it systemati-
cally in various domains so that AI 
can become more effective in future 
endeavors. 
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