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ABSTRACT

Automatic ribs segmentation and numeration can increase
computed tomography assessment speed and reduce radiol-
ogists mistakes. We introduce a model for multilabel ribs
segmentation with hierarchical loss function, which enable to
improve multilabel segmentation quality. Also we propose
postprocessing technique to further increase labeling quality.
Our model achieved new state-of-the-art 98.2% label accu-
racy on public RibSeg v2 dataset, surpassing previous result
by 6.7%.

Index Terms— rib segmentation, rib labeling, computed
tomography

1. INTRODUCTION

Rib fractures represent the most frequently encountered
pathology within thoracic traumas, and the ensuing com-
plications can inflict significant anguish upon patients [1].
For each fracture, the radiologist have to determine the rib
number and location, which is a time-consuming procedure
because the ribs are elongated and their type cannot be de-
termined on a single axial slice (see Fig.2, the first column).
Automatic segmentation and numeration of ribs can signifi-
cantly simplify and speed up the analysis of rib pathologies,
and also reduce radiologists’ mistakes.

Several deep learning algorithms for ribs segmentation
have appeared in recent years (see Section 2). Most of them
use internal datasets not available for public use or review.
To address these challenges, the public dataset RibSeg v2 [2]
was released. The authors compared nnU-Net [3] with sev-
eral point cloud models and showed that point cloud model
DGCNN [4] achieved better segmentation and labeling re-
sults, although having problems with detection of first ribs
and processing challenging cases (see Tabs. 1, 3). Using this
open source benchmark for training and evaluation, we intro-
duce a new model that achieved state-of-the-art results on the
RibSeg v2 dataset, received 98.2% label accuracy (+6.7% to
[2]). Also, proposed model is much more robust and reached
97.4% label accuracy (+17.8% to [2]) for challenging cases.

*equal contribution

Our contribution is two-fold:

* First, we propose hierarchical loss function for ribs simul-
taneous segmentation and labeling. Our model is one-
stage and trained end-to-end, which increase training and
inference speed and accuracy.

* Second, we suggest simple postprocessing technique
called geometric mask refinement, which can be used
to improve ribs labeling accuracy.

Futhermore, we conduct an audit of RibSeg v2 dataset and
highlight problems in annotations which are necessary to
rectify for fair models’ quality assessment and comparison.
Moreover, rectification of these inaccuracies can be usefull
for training better models.

2. RELATED WORK

Prior to the widespread adoption of deep learning in med-
ical imaging, several studies explored rib segmentation and
labeling with a variety of methods such as using image primi-
tives [5] and ray search [6]. Nevertheless, these methods were
highly susceptible to local ambiguities and seed points.

All latest methods are deep learning-based, with U-Net
[7] being the standard architecture. nnU-Net framework [3]
for 3D medical images segmentation is widely used due to its
ability to adapt to specific task data.

Multilabel ribs segmentation is usually decomposed into
two steps: binary ribs segmentation and consecutive con-
nected components processing. In various studies rib labeling
is realized as a counting like growing regions process [8] or
connected domain algorithm [9]. Additionally, the study in
[10] employs a method of labeling ribs based on the nearest
thoracic vertebra number. Work [11] labels ribs by using
the classification of the 1st, 12th and intermediate ribs. All
these methods may show good results when ribs are easily
separable and each rib consists of one component, which may
not coincide with reality when rib is broken or when several
ribs are connected together. Besides these algorithms fail if
ribs binary segmentation is imperfect.

Direct segmentation of 24 ribs is implemented in To-
talSegmentator [12] and RibSeg v2 [2] pipelines. Authors
of TotalSegmentator use nnUnet framework to segment 104



anatomical structures including ribs. However, a significant
portion of the images in TotalSegmentator is from the abdom-
inal area. Of the 65 total test images, only 26 images are of
the thorax. Also ribs detection metrics are not provided.
Therefore, for training and validation of our algorithm
we use the RibSeg v2 dataset (see Section 4), which is cre-
ated especially for ribs segmentation and labeling. The au-
thors of RibSeg v2 use a two-step pipeline: first network
classifies voxels to foreground (ribs) and background, while
second network classifies foreground into 24 classes. They
employ point-based network architectures, selecting DGCNN
[4] model as the best solution. This model leverages local ge-
ometric structures by constructing a neighborhood graph and
applying convolution-like operations on the graph edges.

3. METHOD

3.1. Architecture

We utilize a standard U-Net architecture [7] with 5 levels as a
backbone. The first level contains 16 channels, with the num-
ber of channels doubling at each subsequent level. We use
ResBlocks everywhere except first convolution and Dilated
Fusion block [13] on the last level.

There are two heads on the output - binary and classi-
fication. The binary head has one channel and is used for
ribs’ binary segmentation, while the classification head has
12 channels, one for each rib type (1-12). This division into
two heads is crucial as it enables the training of the classifica-
tion head specifically in the area where ribs are located.

3.2. Hierarchical loss function

Our loss function consists of binary and multi-label parts. Bi-
nary loss is responsible for ribs binary segmentation to sepa-
rate ribs from background, while ribs classification is trained
by multi-label loss. Such separation allows us to make loss hi-
erarchical and penalize classification head just in voxels with
ribs. This technique helps to converge faster and enables to
use common cross-entropy loss function for classification, be-
cause ribs classes became balanced. Also due to such tech-
nique we can train our network end-to-end which improves
train and inference speed and complexity.

Loss =(Dice + Focal + BCE)[t"™, p¥™]+
a- Y (CE+ SAM)[ts", ps] (1)
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Binary loss itself consists of three components: Dice ,
Focal, and BCFE (Binary Cross Entropy) losses. This com-
bination is important because even for binary ribs segmenta-
tion foreground and background classes are imbalanced (ribs
usually occupy less than 0.5% of an image).
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Fig. 1: Postprocessing algorithm. For simplicity, only right
ribs are shown. Left: initial prediction. Middle: connected
components are shown with alternating red and blue. Num-
bers indicate “’probable” ribs types. Right: final result. Un-
touched components are transparent.

Multi-label loss in turn consists of two components: C'E
and SoftArgMax loss [14]. SoftArgMax loss is a differ-
entiable relaxation of argmax function. This loss can be used
for this task because ribs classes have a strict order. While
cross entropy penalize every wrong class with the same mag-
nitude, SoftArgM azx loss increases when predicted class is
more distant from ground truth class.

In equation | ribs binary segmentation target denoted as
b ribs classes target as tels network binary and classifica-
tion heads outputs as p**™ and p°**. We used o = 0.05 in final
experiments.

3.3. Geometric mask refinement

As we show in Section 6, lower ribs are harder to classify than
upper ones. Therefore, after primary filtration from small
components, we add geometric mask refinement process to
our network to improve lower ribs classification. The algo-
rithm is illustrated in Fig.1:

1. Separate right and left ribs and split ribs into components
by predicted ribs binary mask.

2. In each group sort the ribs components according to their
height.

3. For each component calculate how many ribs could be in
this component. Each component may include the amount
of ribs equal to the number of times it is larger than the
median volume of all components. This step is important
because some ribs may be connected.

4. Calculate “probable” rib types for each component. Rib
type considered “’probable” if voxels of this type occupy
more than a third of component volume. (Fig.1, middle)

5. Choose sequence of components types that include largest
amount of ”probable” types among all possible consecu-
tive sequences. If top visible ribs on the image are the
first ones (ribs 1-4) they stay untouched and sequence is
chosen just for the next components. (Fig.1, right)

This postprocessing technique is highly effective and robust,

enhancing or maintaining the quality of nearly every predic-

tion, as detailed in Tabs. 1 and 2.



4. DATA AND METRICS

4.1. RibSeg v2 Dataset

The RibSeg v2 dataset [2] is specifically created for ribs seg-
mentation, labeling, and center-line extraction. It comprises a
total of 660 CT scans sourced from the RibFrac dataset [15]
designed for rib fractures segmentation. We used the same
data split as the original study: 420 CT scans for train, 80
scans for evaluation (6 unqualified due to missing or flawed
annotations), and 160 scans for test.

For making ground truth annotation, the authors used two
approaches: morphological-based and centerline-based. The
first faster approach was used in most cases, while the sec-
ond was applied in cases where first method failed. Both
approaches are semi-automatic, which as we have found led
to poorer annotation quality. The most significant issues are
observed in the regions near the vertebrae. As seen on Fig.
2, some cases have extra ribs segmentation, while some oth-
ers have significant cutting in segmentation near to the spine.
Such annotation lead to worse model quality and also could
significantly decrease test metrics.

4.2. Metrics

For fair comparison, we use metrics which are provided by
the authors of RibSeg v2. Ribs’ detection quality for clinical
applicability is assessed by the Label-Accuracy of individual
ribs. Specifically, an individual rib ¢ is counted as correctly la-
beled if Recall; > 0.7. Taking into account the characteristic
difference between the first and twelfth ribs in shape and elon-
gation, the authors separately consider the Label-Accuracy
value for all (A) / first (F) / intermediate (I) / twelfth (T) rib
pairs respectively.

For evaluation of segmentation quality, the authors of
the RibSeg v2 used Label-Dice of the 24 ribs, denoted as
Dz'cel(-L) = %, where y and ¢ indicate the label predic-
tion and ground truth respectively. If the ground truth mask
is empty for a rib, then the Dice Score is not used for scoring.
The authors evaluate segmentation performance with average
Dice Score Dz‘ceaLVg and report performance degradation with
minimal Label-Dice among all ribs, denoted as DiceL. .

5. EXPERIMENTAL SETUP

5.1. Pipeline

At the preprocessing stage, each image is linearly zoomed to
achieve a uniform resolution of 2 mm along each axis. Then
we do min-max normalization using bone window — from
—450 to 1050 Hounsfield Units (HU) values. Pixel values
below -450 are set to 0, and those exceeding 1050 are set
to 1. Training and inference were conducted on a machine
equipped with a single NVIDIA A100 Tensor Core GPU with
40G of memory.

annotation

annotation on axial

prediction

Fig. 2: Filtration of the ribs near the spine. Center and right
columns: coronal plain - annotation and prediction masks
with filtering respectively. Red color indicates ribs mask,
green color shows area where we filter masks to mitigate the
impact of inaccurate annotation, blue color denotes filtered
part of ribs.

5.2. Training

The model was trained for 4800 iterations with batch size of
8, using ADAM optimizer with automatic mixed precision
mode. A cosine scheduler with an initial linear warmup phase
for the first 640 iterations was employed. Various data aug-
mentations were applied, including flips, rotations on all axes,
padding and cropping. Finally, random patches of uniform
size 320 mm along the transverse (vertical) axis were gener-
ated. This ensures the model is trained on varied portions of
the CT scan, further enhancing its ability to generalize across
different scans and scenarios.

5.3. Inference

During the inference phase, preprocessed image (see Section
5.1) is divided into patches of uniform size along the vertical
axis, as in the training phase. These patches are chosen such
that adjacent ones overlap by half the patch size. For each
patch, the output from the first head is transformed using a
sigmoid function to produce a prediction of binary probabil-
ities. To generate a prediction of classification probabilities,
the output from the second head undergoes a softmax trans-
formation. Within overlapping regions the predictions are av-
eraged. Ribs binary segmentation mask emerges by thresh-
olding the binary prediction at 0.25 (based on binary segmen-
tation metrics on validation dataset). To classify voxels in
binary mask, the peak value across the 12 channels is chosen
from classification head prediction.

6. RESULTS

We compare our results with the DGCNN [4], chosen by au-
thors of RibSeg v2 as the best point-based model, and nnU-



Table 1: Ribs segmentation metrics on RibSeg v2 Test Set.
Our - initial model without post-processing;

Manual nnU-Net - manually trained nnU-Net with 8G (as in
RibSeg v2) and 24G GPU memory at training.

+Proc - with post-processing; * - with cut near the spine.

A - all, F - first, I - intermediate, T - twelfth rib pairs.

Label-Accuracy Dicengg)
A F | T

nnU-Net 875 929 877 7185 83.6
DGCNN 915 60.7 963 894 90.5
Our 926 923 935 83.0 78.8
Our+Proc 941 923 952 823 79.4
Our* 96.6 99.0 96.7 92.1 82.5
Our+Proc* 982 99.0 98.7 91.7 83.7
Manual nnU-Net

8G 79.8 80.6 80.1 75.7 83.0
24G 86.2 839 874 745 87.7
24G+Proc 88.6 839 903 74.1 89.3
24G* 89.3 98.1 896 764 88.7
24G+Proc* 92.0 98.1 92.7 76.0 90.3

Net [3], which was presented as a SOTA voxel-based model.

Main results are represented in Tab. 1. Initial model
without postprocessing called Our achieved 92.6% label-
accuracy, outperforming DGCNN model by 1% and signifi-
cantly outperforming voxel-based nnU-Net (by 5%) but has
worse dice score. This may indicate that model is better in
ribs labeling, while binary segmentation is more coarse.

We implemented postprocessing (see Section 3.3) after
identifying challenges in the network’s classification of lower
ribs (ribs 7-11), as evidenced by Table 2. It could be due to
suboptimal architecture or training process. Perfect models
need to capture the full image context, as the structure of ribs
varies between individuals, from 11 to even 13. Table 2 shows
postprocessing improvement for each rib type. Lower ribs
numeration degradation can be seen along with effect of post-
processing algorithm up to 8% and 7% gain in label-accuracy
for 10th and 11th ribs respectively. This improvement allows
us to reach 94.1% average label-accuracy for all ribs.

One more difficulty that we faced was inaccurate anno-
tation mentioned in Section 4.1. Due to target errors, some
good predictions were counted as wrong ones. As can be
seen on the Fig. 2, inaccuracies in annotations can seriously
affect segmentation metrics even for visually perfect predic-
tions. Therefore, for a fairer assessment of quality, we prior-
itize detection metrics. Moreover, we also calculated metrics
with the target and prediction cut off at a distance of 30 mm
from the spine center line [16] (Our* and Our+Proc* in Tab.
1). This transformation only affects the area in the immediate
vicinity of the spine, where target is incorrect for many cases.
Using this validation procedure, our model achieves 98.2%
average label-accuracy for all ribs. There are just a couple of

Table 2: Label-Accuracy comparison for ribs types and
postprocessing effect. Ribs from 2 to 5 merged to one cell
due to the proximity of values.

1 25 6 7 8 9 10 11 12

Our* 99.0 99.5 984 974 96.8 95.2 90.6 89.5 92.1
+Proc 99.0 99.5 99.0 98.7 98.7 98.1 97.7 96.1 91.7
A 00 00 +06 +1.3 +19 +29 +7.1 +6.6 -04

Table 3: Models comparison on normal/challenging cases.
Cases taken from RibSeg v2 test set. Label-Accuracy (Acc)
counted over all pairs of ribs.

Normal Challenging
Acc DiceaLVg Dicek.  Acc Dice;ﬁ,g Dicek.
DGCNN 940 962 734 796 723 62.4
Our+Proc 952 80.1 63.7 89.2 76.6 44.6
Our+Proc* 984 83.8 722 974 835 58.4

160 test cases where model makes serious mistakes.

In order to study the robustness of the geometric mask re-
finement, we trained nnU-Net with a configuration similar to
that proposed by the authors of RibSeg v2 (8G in Tab.1). The
average dice was comparable to published metrics, but the de-
tection metrics were significantly lower due to unknown fac-
tors. To ensure a fair comparison between the proposed model
and nnU-Net, we also trained nnU-Net using 24G GPU mem-
ory. Nonetheless, the comparison of the metrics demonstrate
the effectiveness of the proposed postprocessing, increasing
label-accuracy by 2-3%.

Additionally, the RibSeg v2 authors reported metrics
for normal and challenging groups of studies. They vi-
sually selected 99 cases as challenging (47/19/33 in train-
ing/evaluation/test sets). Such cases present segmentation
and classification difficulties due to factors like connected
adjacent bones, partial scans, pronounced bone lesions, scol-
iosis, fractures, indistinct or absent floating ribs, and presence
of a third short 13th floating rib.

The results, as demonstrated in Tab. 3, indicate a signifi-
cantly enhanced robustness of our model. There is almost no
drop in average label-accuracy. We get 89% (97% for cut tar-
gets) label-accuracy which is 10% (20%) higher than RibSeg
v2 authors results on challenging cases.

7. CONCLUSION

We presented new deep learning algorithm for ribs segmen-
tation and labeling. Our algorithm achieved 98.2% label-
accuracy on the public RibSeg v2 dataset. Such results make
it possible to use this algorithm in radiologists routine work.
Some mistakes still occur, but they can be mitigated with
more diverse training data and more accurate annotations.
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