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Optical Integrated Sensing and Communication
with Light-Emitting Diode

Runxin Zhang, Yulin Shao, Menghan Li, Lu Lu, Yonina C. Eldar

Abstract—This paper presents a new optical integrated sens-
ing and communication (O-ISAC) framework tailored for cost-
effective Light-Emitting Diode (LED) for enhanced Internet of
Things (IoT) applications. Unlike prior research on ISAC, which
predominantly focused on radio frequency (RF) band, O-ISAC
capitalizes on the inherent advantages of the optical spectrum,
including the ultra-wide license-free bandwidth, immunity to RF
interference, and energy efficiency – attributes crucial for IoT
communications. The communication and sensing in our O-ISAC
system unfold in two phases: directionless O-ISAC and directional
O-ISAC. In the first phase, distributed optical access points
emit non-directional light for communication and leverage small-
aperture imaging principles for sensing. In the second phase, we
put forth the concept of optical beamforming, using collimating
lenses to concentrate light, resulting in substantial performance
enhancements in both communication and sensing. Numerical
and simulation results demonstrate the feasibility and impressive
performance of O-ISAC benchmarked against optical separate
communication and sensing systems.

Index Terms—O-ISAC, optical communication, IoT, LED,
optical beamforming.

I. INTRODUCTION

In today’s increasingly interconnected world, the integration
of communication and sensing systems into the fabric of
Internet of Things (IoT) ecosystems has become crucial for
the development of smart environments [1]–[3]. As we delve
deeper into the era of IoT, the seamless and intelligent in-
teraction between devices and their environments necessitates
advancements in technologies that can simultaneously support
communication and sensing capabilities.

In this context, one technique that has garnered significant
attention is integrated sensing and communication (ISAC)
[4]–[6]. The core idea behind ISAC involves utilizing the
time and frequency resources originally allocated to radar,
and developing a unified transceiver that achieves wireless
communication and remote sensing simultaneously with a
single hardware platform [5]–[7]. While most prior research in
ISAC focused on radio frequency (RF) ISAC [8]–[12], recent
papers have begun to explore the integration of communication
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and sensing within a much higher frequency band – the optical
band [13]–[15].

Compared to radio communication, the optical band is ultra-
wide and license-free [16] – it consists of three sub-bands: the
infrared (IR), the visible, and the ultraviolet (UV). Therefore,
optical communication is viewed as a promising complement
to radio communication in next-generation communication
systems [17] to address the problem of spectrum scarcity.
Recent advancements in light-emitting diode (LED)-based Op-
tical Wireless Communication (OWC), notably Visible Light
Communication (VLC), have catalyzed significant develop-
ments that are particularly advantageous for IoT applications.
On the other hand, optical sensing is an estimation technology
that measures the presence of objects, distance, displacement,
etc. [18], with high precision by capturing the intensity of
incident light rays and converting it into a form readable by a
measuring device. Particularly, given the limitations of GPS in
indoor IoT scenarios, the optical spectrum’s wide bandwidth
and electromagnetic interference immunity offer significant
advantages for visible light positioning [19].

Since optical communication and optical sensing both rely
on the same fundamental medium – light, there is grow-
ing recognition in research of the potential synergies and
efficiencies that could be achieved by integrating these two
essential functions, including both wired optical integrated
communication and sensing (O-ISAC), e.g., fiber-optic ISAC
[15], [20], [21], and wireless O-ISAC [22]–[24]. The design
of wireless O-ISAC systems primarily focuses on laser-based
light sources, adhering to the principles of RF-ISAC. Ref.
[23], for example, proposed a unified waveform based on
quadrature phase shift keying (QPSK) and direct sequence
spread spectrum for joint waveform modulation. Addition-
ally, orthogonal electromagnetic polarizations [25] and time-
division multiplexing [26] are employed to enable the sensing
and communication functions to share the same transceiver
hardware. It is important to note that the primary focus of
these works is on laser-based O-ISAC systems, which do bear
similarities to RF systems, resulting in a more straightforward
design process.

Considering the hardware costs and wide availability of
LED, [27] proposes an LED-based ISAC system architecture.
This system integrates optical communication with positioning
using multi-band carrierless amplitude and phase (m-CAP)
modulation and received signal strength (RSS)-based trilater-
ation. Similarly, [28] introduces a converged underwater wire-
less system that combines optical communication with sensor
networks. Target positioning in this system is determined by
calculating cross-correlation values (CCV) based on RSS.
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While these LED-based systems effectively combine optical
wireless communication and optical sensing, their integration
is presently limited to concurrent use of transmitted signals.
However, we argue that O-ISAC systems extend beyond mere
hardware and signal sharing. These systems are inherently
complementary: optical communication provides essential il-
lumination for optical sensing, and optical sensing in turn
supplies environmental information that can significantly en-
hance optical communication. This dual functionality not only
maximizes resource utilization but also opens up new avenues
for innovative applications in diverse environments.

Contributions: This paper develops a new O-ISAC frame-
work tailored for cost-effective commercial LED. Our driv-
ing force is to unlock the untapped potential found at the
intersection of optical communication and optical sensing,
transcending the conventional boundaries and paving the way
for more intelligent and resource-efficient O-ISAC systems.
Compared to RF-ISAC and O-ISAC with laser, we point out
several notable challenges of O-ISAC using LED as following:

• Incoherent light. LEDs emit incoherent light, rendering
phase modulation and coherent detection unattainable.
Additionally, this incoherence makes beamforming impos-
sible, as we cannot manipulate the phase of light emitted
by distinct LEDs.

• Divergent light. LEDs emit light in a scattered manner,
covering a broad area. This divergence leads to a signif-
icant reduction in the intensity of light received by the
target device, even when the LED is aligned directly to
the target.

• Massive echo. Unlike conventional RF-ISAC systems that
assume a limited number of scatters (echoes), we consider
a more realistic setup, where all objects in the environment
can be reflectors and the reflected light from all range bins
of the environment can be collected by an optical sensor.

• Frequency dispersion. Commercial LEDs are unable to
produce monochromatic light signals, a limitation that
presents a considerable obstacle in managing the full
spectrum of emitted light.

In addressing the above unique challenges and unlocking the
full potential of O-ISAC, we explore pragmatic strategies that
address each of these specific hurdles. Our main contributions
are summarized as follows.

We put forth a new O-ISAC framework tailored for cost-
effective commercial LEDs. To tackle the challenge of inco-
herent light, we leverage the non-coherent detection method,
intensity modulation and direct detection (IM/DD), for optical
communication, and the pinhole imaging principle, which
relies solely on light intensity detection, for optical sensing.
Another notable advantage of the pinhole imaging sensing
principle lies in its ability to project reflected light from both
the object of interest and unwanted objects onto distinct spatial
coordinates within a pinhole plane. This spatial isolation of
the echo signals reduces interference from non-target scatters,
thereby addressing the massive echo challenge.

Within the O-ISAC framework, we reveal the synergistic
effect of optical communication and optical sensing – they
share the common goal of maximizing the received light
intensity at the target device. Recognizing this synergy, we

formulate a received light intensity maximization problem to
address the challenge of divergent light emission from LEDs.
To solve the maximization problem, our proposed approach
involves a meticulous optimization of both the source layout
and the radiation pattern of LEDs.

• Source layout optimization. In contrast to conventional
source layout optimization in optical communication, we
propose a new optimization criterion that maximizes the
coverage area where the received light intensity exceeds
a threshold. Given the new criterion, we analytically
solve the optimization problem and give a closed-form
approximation to the optimal source distribution.

• LED radiation pattern optimization. To achieve spatial
selectivity, we develop the concept of optical beamforming
by means of collimating lenses, a class of curved optical
lenses that can align light rays in a parallel fashion. With
optical beamforming, directionless light emitted by LEDs
is steered towards the target device, offering a substantial
enhancement in the received light intensity. To derive the
optimal radiation pattern after optical beamforming, we
address the challenge of the frequency dispersion effect
of LEDs, and analytically characterize the optimal profile
of the lens surface and the angle of departure (AoD) of
different frequency components in closed forms.

Overall, these two optimization problems give rise to a
two-phase operational mechanism, which essentially shapes
the ultimate design of the proposed O-ISAC framework. In
phase 1, the system utilizes directionless light rays to broadcast
control signals to all devices within the coverage, while mul-
tiple distributed sensors collect reflected light and estimate the
device positions. The LED locations are optimized following
the solution of source layout optimization. In the second phase,
a refined operation unfolds, and each device is individually
served in a Time Division Multiple Access (TDMA) fashion.
The light intensities are significantly enhanced by optical
beamforming, leading to more reliable communication and
much more accurate device sensing and tracking.

Numerical and simulation results confirm the superior per-
formance of the proposed O-ISAC framework. Compared with
a separate communication and sensing system, the source
layout optimization in the first phase yields a remarkable
improvement in both communication bit error rate (BER)
and sensing mean squared error (MSE) – the gains are up
to 3.47 dB and 3.14 dB, respectively. In the second phase,
the introduction of optical beamforming further optimizes the
radiation patterns of LEDs, yielding substantial performance
gains over the separate communication and sensing system.
The light intensity falling on the target object is increased by
65.45%, the communication BER is improved by 63.35 dB,
and the sensing MSE is improved by 40.42 dB. This significant
gain is entirely consistent with our expectations, thanks to the
greatly concentrated light facilitated by optical beamforming.

Organization: The remainder of this paper is structured as
follows. Section II overviews the system model and formulates
the processes of optical communication and optical sensing.
Section III reveals the synergies between optical sensing and
optical communication, and proposes the two-phase operation
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mechanism. The source layout optimization and radiation
pattern optimization are detailed in Sections III and IV,
respectively. Section V presents the numerical and simulation
results. Section VI concludes this paper.

Notations: We use boldface lowercase letters to denote
column vectors (e.g., x, v) and boldface uppercase letters
are matrices (e.g., X , S). For a vector or matrix, (·)⊤ is the
transpose, and (·)H is the conjugate transpose. R and C stand
for the sets of real and complex values, respectively, c repre-
sents the speed of light, and m0 is Lambert’s mode number.
The vectorization function and de-vectorization function are
written as vec(·) and devec(·), (·)⊗ (·) denotes the Kronecker
product, and δ(·) is the Dirac delta function.

II. PROBLEM FORMULATION

We consider an indoor IoT scenario with µ distributed
optical access points (O-APs), where each O-AP is equipped
with an optical source and an optical sensor. In our O-ISAC
framework, we designate the optical source as an LED and
the optical sensor as a pinhole camera, as shown in Fig. 1.
The dimension of the room is W × L × H. The O-APs are
arranged in a circular pattern, with the ceiling’s center serving
as the center and a radius of ε. Therefore, the coordinates of
the O-APs (hence the LEDs and pinhole cameras) are

pOAP,m ≜ (ε cos ξm, ε sin ξm,H), m = 1, 2, ..., µ, (1)

where ξm denotes the angle between the m-th O-AP and the
positive x-axis, as shown in Fig. 1. Let there be ν devices in the
room, and each device is equipped with a square photodiode
(PD) array containing κ PDs as the optical receiver.

Our O-ISAC framework harnesses the emitted light from
LEDs as the carrier of information, enabling downlink data
transmission to devices. The light reflected by these devices is
then captured by pinhole cameras, providing us with the means
to perceive and comprehend device states. The utilization of
light as the communication and sensing medium introduces a
distinct array of challenges in system design, setting it apart
from the conventional RF-ISAC. Nonetheless, it also brings
forth numerous new opportunities to circumvent the issues
faced by RF-ISAC. In the following, we will formulate the
optical communication and sensing processes, respectively, in
more detail and explore its potential of O-ISAC.

A. Propagation model of light source

The radiation patterns of LED light sources are starkly
different from those of RF antennas. Therefore, our first
step involves modeling the propagation patterns of LED to
effectively analyze the received signal strength at the devices.

We adopt the Lambertian model [29] to characterize the ra-
diation pattern of LED. Consider the m-th O-AP. As depicted
in Fig. 2, the LED has a semi-angle at half power, denoted
by Φ1/2, and the angle of emission (AoE) of light beams ϕm
is constrained within 0 ≤ ϕm ≤ Φ1/2. The angle of departure
(AoD) of a light beam is denoted by φm, and from Fig. 2
we have ϕm = φm. Later in Section IV, we will integrate
collimating lenses into our setup to manipulate the radiation
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Fig. 1: The system model of the proposed O-ISAC framework.
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Fig. 2: Illustrating the propagation model of an LED source.

pattern of the emitted light, in which case the direction of the
light beam can be steered, and φm is different from ϕm.

Consider a specific device. We index the κ PDs by {k :
k = 1, 2, ..., κ} and denote the coordinates of these PDs by
pP,k = (xP,k, yP,k, zP,k). As depicted in Fig. 2, each PD has
a half-angle field-of-view (FOV) denoted by ΨFOV, and the
angle of arrival (AoA) ψm: 0 ≤ ψm ≤ ΨFOV. When the O-
APs and PDs are vertically oriented, we have ψm = φm.

Suppose the effective area of a PD is Aunit, the received
light intensity of the k-th PD from the m-th O-AP is

I rx
m,k (xP,k, yP,k, ε, ξm, R(φm))

= I tx ·
∫
m0 + 1

2π
cosm0

(
ϕm (φm, λ)

)
χ(λ)dλ︸ ︷︷ ︸

R(φm)

·Aunit cosψm

d2m,k︸ ︷︷ ︸
Ω(ε,ξm)

, (2)

where
• I tx is the total light intensity emitted from the LED.

Without loss of generality, we set I tx = 1.
• R (φm) is the radiation pattern of the LED considering

all wavelengths emitted by a single light source, and χ(λ)
is the distribution of wavelength λ with

∫
χ(λ)dλ = 11.

m0 = − 1

log2(cosΦ1/2)
is Lambert’s mode number, and we

set m0 = 1 as the typical half-power angle is π/3. In the
absence of the collimating lens, we have ϕm

(
φm, λ

)
=

φm, and R (φm) can be refined as R (φm) = 1
π cosφm.

• Ω (ψm) is the solid angle, in which Aunit is the unit area
both for optical communication and optical sensing, and
dm,k represents the distance between the m-th O-AP and
the k-th PD (xP,k, yP,k, zP,k).

1Practical optical sources cannot produce light of a single frequency, as
illustrated in Fig. 7(b).
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B. Optical communication

Unlike radio communication, phase modulation and coher-
ent detection in optical communication are very expensive
to realize, as it is challenging to match the frequency and
polarization of the local laser with that of the incoming optical
signal, or even impossible due to the incoherent light emitted
by light sources such as LED [30]. The modulation and
demodulation schemes that find wide applications in optical
communication systems are IM/DD.

Consider an Orthogonal Frequency Division Multiplexing
(OFDM)-enabled O-ISAC system with N orthogonal subcar-
riers. Let U = [u1,u2, ...,uL] ∈ C(N/2−1)×L be a matrix
to be sent to the devices. For intensity modulation, we adopt
the DC-biased optical OFDM (DCO-OFDM) strategy, which
involves two key steps: 1) applying Hermitian symmetry [31]
to the inputs of the Inverse Discrete Fourier Transform (IDFT).
That is, we construct X = [x1,x2, ...,xL] ∈ CN×L, where

xℓ=[0, u1,ℓ, u2,ℓ, ..., uN/2−1,ℓ, 0, u
∗
N/2−1,ℓ, ..., u

∗
2,ℓ, u

∗
1,ℓ]

⊤, (3)

ℓ = 1, 2, ..., L, and perform an N -point IDFT yielding real-
valued OFDM samples V ∈ RN×L. 2) Introducing a DC
bias in the LED’s driving circuit to ensure the signal remains
non-negative. Recall that we use lowercase bold letters to
represent the column-wise vectorized form of a matrix, e.g.,
x ≜ vec (X) and v ≜ vec (V ). The transformation from x to
v is

v =
1√
N

(
IL ⊗ FH

N

)
x, (4)

where FN denotes the N -point discrete Fourier transform
(DFT) matrix (FH

N is the IDFT matrix), ⊗ is the Kronecker
product, and IL is the L-dimensional identity matrix. The
transmitted signal after pulse shaping can be written as [32]

s(t) =

L−1∑
ℓ=0

N−1∑
n=0

v[n+ ℓN ]g(t− nTsam − ℓTsym), (5)

where g(·) is the shaping pulse, Tsam is the sample duration,
and Tsym is the OFDM symbol duration, Tsym = NTsam.

Without loss of generality, we consider one device in the
system. The signal received by the k-th (k = 1, 2, ..., κ) PD
can be written as

rk(t) =

µ∑
m=1

s(t) ∗
[
hm,kδ

(
t− dm,k

c

)]
+ wk(t)

=

µ∑
m=1

s

(
t− dm,k

c

)
hm,k + wk(t),

(6)

where dm,k denotes the distance between the m-th O-AP and
the k-th device, and wk(t) is additive white Gaussian noise
(AWGN) added to the electrical domain signal [33]. According
to (2), the channel gain between the m-th O-AP and the k-th
PD can be written as

hm,k =
I rx
m,k

I tx
(a)
=

Aunit

πd2m,k

cosφm cosψm =
AunitH2

πd4m,k

, (7)

where (a) follows from (2) without optical beamforming. At
the receiver, we sample rk(t) and perform DFT, yielding

yk[n+ ℓN ] = x[n+ ℓN ]∆⊤
k hk +wk[n+ ℓN ], (8)

where ∆k =
[
e−j2π n

N

d1,k
cTsam , e−j2π n

N

d2,k
cTsam , ..., e−j2π n

N

dµ,k
cTsam

]⊤
is a phase matrix, hk = [h1,k, h2,k, ..., hµ,k]

⊤ is the channel
coefficient vector, and wk[n + ℓN ] ∼ N (0, σ2). Compared
to radio frequency communication, IM/DD exclusively relies
on measuring the intensity of light rather than its phase.
Consequently, optical carriers do not introduce extra phase
shifts at the baseband due to time offsets.

Overall, the signal received by all κ PDs can be written in
a compact form as

y=x
[
∆⊤

1 h1 ∆⊤
2 h2 ... ∆⊤

κ hκ

]
+
[
w1 ... wκ

]
. (9)

To decode the transmitted signal, we employ the maximum
ratio combining (MRC) [34]:

yMRC = x

κ∑
k=1

∥∆⊤
k hk∥2 +

κ∑
k=1

∥wk∆
⊤
k hk∥2, (10)

from which an estimate of x is given by

x̂ =
yMRC∑κ

k=1 ∥∆⊤
k hk∥2

. (11)

With X̂ ≜ devec(x̂), the transmitted message can be recon-
structed as

Û [n, ℓ] =
1

2

(
X̂[n+ 1, ℓ] + X̂∗[N + 1− n, ℓ]

)
. (12)

C. Optical sensing

Optical sensing aims to detect and measure various physical,
chemical, or biological parameters, such as position, tempera-
ture, pressure, and medical diagnostics. In this paper, we focus
on positional sensing to estimate the three-dimensional (3D)
coordinate of a target device.

In RF-ISAC systems [7], a critical assumption is that there
exists only a finite number of scatters in the environment,
hence the number of echoes is small. This is because excessive
echo interference can overpower the desired signal, resulting
in a low signal-to-interference-and-noise ratio. In contrast, this
paper considers a more realistic setup, where all objects in the
environment can be reflectors and the reflected light from all
range bins can be collected by the optical sensor.

Unlike RF-ISAC which analyzes the composition of the
received signal to extract sensing information, we utilize the
pinhole imaging principle to map all reflected light onto a
film plane for sensing. Thanks to the ultra-high frequency
characteristics of the optical signal, the undesired reflected
light is separated from the desired reflections as they are
mapped to distinct pixel locations on the film plane, effectively
avoiding interference. An illustration is given in Fig. 3, in
which the pinhole cameras of the O-APs capture µ images of
the environment from µ perspectives.

Before exploring the optical sensing operations, let us
clarify the relative coordinate systems in the system model. As
summarized in Table I, the coordinates of both LEDs and PDs
defined earlier are based on the real-world coordinate system.
We assume the PD array is placed at the center of the target
device. Therefore, in the real-world coordinate system, the co-
ordinate of the target device, denoted by pD = (xD, yD, zD),
corresponds to the center of the PD array.
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TABLE I: A summary of the coordinate systems.

Coordinate Systems Objects Coordinates

The 3D real-world coordinate system in Fig. 1
The m-th LED and pinhole pOAP,m = (ε cos ξm, ε sin ξm,H)

The k-th PD of the target device pP,k = (xP,k, yP,k, zP,k)
The target device pD = (xD, yD, zD)

The 3D camera coordinate system of the m-th O-AP The target device pC,m = (xC,m, yC,m, zC,m)
The 2D film plane coordinate system of the m-th O-AP The target device pm = (xm, ym)
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Film Planes

Fig. 3: An illustration of the film planes captured by the
pinhole cameras of four optical O-APs. Each file plane has
a 2D coordinate system.

The pinhole camera of each O-AP also maintains a 3D co-
ordinate system, called the camera coordinate system, wherein
the pinhole is the origin with the coordinate (0, 0, 0). Without
loss of generality, we design the µ camera coordinate systems
such that they share the same orientation. In other words,
the 3D coordinate of the target device in the m-th camera
coordinate system pC,m = (xC,m, yC,m, zC,m) satisfies

xC,m=xC,1 + ϱx,m, yC,m=yC,1 + ϱy,m, zC,m=zC,1, (13)

where ϱx,m and ϱy,m are constants since the relative positions
among cameras are fixed. The above transformations facilitate
us to represent pC,m, ∀m using pC,1. For the target device, the
coordinates pC,m (under the camera coordinate system of the
m-th O-AP) and pD (under the real-world coordinate system)
can be transformed to each other via [35][

pC,m

1

]
=

[
Qm tm
0 1

] [
pD

1

]
, (14)

where {Qm : m = 1, 2, ..., µ} are 3 × 3 rotation matrices,
{tm : m = 1, 2, ..., µ} are 3×1 positional vectors, and {Qm}
and {tm} denote the exterior orientation parameters (EOPs).

Each film plane has a 2D plane coordinate system. We
denote by pm = (xm, ym) the coordinate of the target device
on the 2D plane coordinate systems. According to the pinhole

imaging principle, pm can be obtained from either pC,m or
pD. Their relationships can be written as

zC,m

[
pm

1

]
=

fx,m 0 0
0 fy,m 0
0 0 1

pC,m ≜ KmpC,m, (15)

where fx,m and fy,m are interior parameters (focal lengths)
of the pinhole camera and Km denotes the interior orientation
parameters (IOPs). In particular, we assume the IOPs of the
cameras are the same and define Km ≜ K.

Given the sensed images, we perform image processing
algorithms to estimate the coordinates of the target. The
estimation accuracy depends on both the light intensity and
the contrast ratio. Since the received light intensity is con-
taminated by AWGN, the coordinate estimation error follows
Gaussian distributions when the pixel size is sufficiently small.
Therefore, we can write the estimated coordinates as

p̂m = pm + em =

[
xm
ym

]
+

[
ex,m
ey,m

]
, (16)

where the variance of the estimation error is inversely proposi-
tional to the light intensity, i.e., ex,m, ey,m ∼ N (0, η

σ2
I

I ref
m
)2, and

η is a scaling factor determined by the related size of the film
plane to the environment and the distance of the film plane
to the pinhole; σ2

I is the variance of AWGN in the received
light; I ref

m is the reflected light intensity given by

I ref
m,k =

[
µ∑

m=1

I rx
m,k

]
· ρrefAunit

cosφm

d2m,k

, (17)

where I rx
m,k is defined in (2), and the first term (i.e., the

summation) represents the superposition of the intensities
of all light sources on the reflectors; ρref is the reflection
coefficient of the reflector; Aunit represents the area of the
reflector; φm is the angle of incidence (AoI) of the reflected
signal, which is equal to the AoD of the m-th O-AP. Eq.
(2) and (17) also highlight the synergy between optical sens-
ing and optical communication. Our proposed optical ISAC
system is designed to utilize data transmission signals for
sensing purposes, addressing the absence of inherent sensing
signals. This innovative approach negates the necessity for
additional light sources and circumvents reliance on ambient
light, streamlining the system for enhanced efficiency.

From (13), (15) and (16), we have

zC,1

[
p̂m

1

]
=KpC,m+

[
em
1

]
=K (pC,1+vm)+

[
em
1

]
, (18)

2The detection of pixel intensity on the film plane follows a Gaussian
distribution [36]. As a result, the coordinates derived from this process also
adhere to a Gaussian distribution centered around their actual positions. This
outcome stems from the mapping of intensity to coordinates, approximated
through a first-order Taylor expansion, effectively rendering it a linear
combination of Gaussian variables.
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where m = 1, 2, ..., µ. After some manipulations, (18) can be
reorganized into a more compact form as

0
0
...

−fxϱx,m
−fyϱy,m

...

=

fx 0 −x̂1 + ex,1
0 fy −ŷ1 + ey,1
... ... ...
fx 0 −x̂m + ex,m
0 fy −ŷm + ey,m
... ... ...


xC,1

yC,1

zC,1



≜ γ = ΣpC,1.

(19)

Note that γ is a constant vector. From the sensed p̂m in (16),
we can construct an estimated Σ̂ as

Σ̂ =


fx 0 −x̂1
0 fy −ŷ1
... ... ...
fx 0 −x̂m
0 fy −ŷm
... ... ...

 .

Then, p̂C,1 is estimated by

p̂C,1 = (Σ̂⊤Σ̂)−1Σ̂⊤γ. (20)

Finally, the 3D coordinates of the target device in the real-
world coordinate system are calculated from (14) as[

p̂D

1

]
=

[
Q1 t1
0 1

]−1 [
p̂C,1

1

]
. (21)

We use the MSE of the coordinates to measure the sensing
accuracy, giving

MSEP = E
{
∥p̂D − pD∥2

}
. (22)

It is worth noting that 1) there must be at least 2 pinhole
cameras to ensure that the row rank of matrix Σ in (19) is
larger than the 3; 2) A simple expansion of the matrices in (19)
and (20) enables simultaneous estimation of multiple targets
at arbitrary positions, including those at different heights, as
illustrated in Fig. 3. This matches our intuition, as each camera
observes two-dimensional information, necessitating at least
two or more cameras to provide sufficient degrees of freedom
for estimating positions in the 3D space.

III. SYNERGIES BETWEEN OPTICAL SENSING AND
OPTICAL COMMUNICATION

Sec. II details the signal processing of both sensing and
communication in our O-ISAC system. Expanding upon the
signal flow, this section will uncover the connections between
the factors that impact the performance of optical sensing and
optical communication. Through the exploration, we will unite
these two processes seamlessly, forming a two-phase O-ISAC
operation mechanism. Then, we shall turn our attention to
optimizing the arrangement of light sources within the room.
This strategic optimization promises to boost the effectiveness
of the first phase of O-ISAC.

A. Synergies between optical sensing and optical communica-
tion and a two-phase operation mechanism

Drawing from (10), we can express the SNR in optical
communication as

SNR =

∑κ
k=1 ∥∆⊤

k hk∥2

σ2
. (23)

Thus, the decoding performance of optical communication
is reliant on the equivalent channel gain at the baseband∑κ

k=1 ∥∆⊤
k hk∥2. In particular, it can be further refined as

κ∑
k=1

∥∆⊤
k hk∥2

=

κ∑
k=1

[
µ∑

m=1

e−j2π n
N

dm,k
cTsam hm,k

][
µ∑

m=1

e−j2π n
N

dm,k
cTsam hm,k

]∗
(a)
≈

κ∑
k=1

[
e−j2π n

N

d1,k
cTsam

µ∑
m=1

hm,k

][
e−j2π n

N

d1,k
cTsam

µ∑
m=1

hm,k

]∗

=

κ∑
k=1

[
µ∑

m=1

hm,k

]2
(b)
=

κ∑
k=1

[
µ∑

m=1

I rx
m,k

]2
. (24)

where (a) follows thanks to IM/DD – the receiver measures the
amplitude, as opposed to the phase, of the received signal for
decoding. As a result, only the baseband subcarrier can cause
phase shifts on the received symbols. Since the time delays are
relatively small compared with the OFDM symbol duration,
the additional phase shifts on different subcarriers are approx-
imately the same. (b) follows from (7). Overall, the equivalent
channel gain in optical communication is proportional to the
received light intensity at each PD

∑µ
m=1I

rx
m,k.

When it comes to optical sensing, on the other hand, the
performance of optical sensing relies also on the intensity
of the light received by the target PD, as indicated in the
first term of (16). This underscores the interconnected nature
of optical communication and optical sensing. Essentially,
we can work towards optimizing the O-ISAC system with
a shared objective, i.e.,

∑µ
m=1I

rx
m,k, without sacrificing the

performance of either the optical communication or optical
sensing aspects. This synergy between our goals makes the
optimization process more efficient and beneficial for the
overall functionality of O-ISAC.

In I rx
m,k (xP,k, yP,k, ε, ξm, R(φm)), xP,k and yP,k are the

devices’ position, which is uncontrollable, ε and ξm are the O-
AP coordinates, and R(φm) is the radiation pattern of the light
source. Therefore, we can maximize

∑µ
m=1I

rx
m,k by finding

the optimal ε, ξm, and R(φm). Specifically, optimizing the
light source distribution is crucial for system performance in
broadcast scenarios, enabling the detection of a broader range
of devices; on the other hand, concentrating light intensity is
suitable for scenarios targeting specific devices. In this context,
we can divide the O-ISAC system into two operation phases,
the workflows of which are illustrated in Fig. 4.

• Phase 1 (directionless O-ISAC): The O-APs broadcast a
control message to all devices periodically in Phase 1, and
sense the devices’ states globally based on the reflected
light. In this phase, the performance of the system within
the region is primarily determined by the light source
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Directionless O-ISAC Directional O-ISAC

Fig. 4: The workflow of the proposed two-phase O-ISAC
system.

layout. In Section III-B, we will present specific optimiza-
tion strategies to enhance the area within the room where
the superimposed optical intensity exceeds a predefined
threshold.

• Phase 2 (directional O-ISAC): The O-APs serve the
devices in a TDMA fashion. Given the sensed states in the
first phase, the communications between the O-APs and
devices are improved by optical beamforming, a scheme
to adjust the emitted light intensity distribution of the
optical source. In phase 2, our optimization objective is to
improve the radiation pattern R(φm) of the light sources
in order to achieve the convergence of optical intensity
across all O-APs and concentrate it on the target object.
The O-APs further utilize the enhanced reflected light of
phase 2 to accurately sense and track the devices’ states.
The details will be presented later in Section IV.

B. Source layout optimization

In the first phase of O-ISAC, the received light intensity is
determined by the distribution of optical sources. In traditional
optical communication endeavors, a commonly employed op-
timization criterion for light source distribution is uniformity
[37]–[39], where the objective is to achieve the most even light
intensity across a given plane. More rigorously, such metrics
can be quantified as the MSE of the received signal strength.
The goal is to find the optimal LED distribution to minimize
the MSE of the signal strength:

min
ε,{ξm}

1

WL

∫ L
2

−L
2

∫ W
2

−W
2

[∑
m

I rx
m,k−E

{∑
m

I rx
m,k

}]2
dxdy. (25)

Optimizing (25) enables the device to receive a consistently
stable optical signal while in motion within the room.

In this paper, we put forth a distinct optimization crite-
rion. Firstly, we establish a threshold ρI that corresponds to
an acceptable communication and sensing performance. Our
optimization objective is to maximize the extent of the area
within the room where the received signal strength surpasses
the threshold. Due to the path loss of light, comparisons can
only be made for distributions on the same plane. Since the
ground level experiences the most significant light intensity
attenuation within a room, optimizations are conducted at
ground level for simplicity and without loss of generality, i.e.,
zP,k = 0. By substituting H − zP,k for H, expressions for
various altitudes can be derived. Overall, our proposed system
is designed to serve devices at any altitude, accommodating

those positioned at differing heights simultaneously. Specifi-
cally, we formulate (P1):

max
ε,{ξm}

1

WL

∫ L
2

−L
2

∫ W
2

−W
2

1

2

[
sgn
(∑

m

I rx
m,k−ρI

)
+1
]
dxdy, (26a)

s.t. I rx
m,k = R(φm) · Aunit cosψm

d2m,k

, (26b)

R(φm) =
1

π
cosφm, (26c)

dm,k=
√
(ε cos ξm−xP,k)2+(ε sin ξm−yP,k)2+H2, (26d)

0 ≤ ε ≤ min {W,L}, (26e)
0 ≤ ξm < 2π, m = 1, 2, ..., µ. (26f)

As can be seen, rather than uniformly compromising com-
munication across all regions, our metric lies in enabling
acceptable light intensity from a broader range of regions.

Theorem 1. In the first phase of O-ISAC, the optimal source
layout that maximizes the proportion of areas exceeding the
threshold ρI , i.e., the optimal solution to (P1), can be approx-
imated by p∗

O-AP,m =
(
ε∗ cos ξ∗m, ε

∗ sin ξ∗m,H
)
, where

ε∗ =

√√√√√√ 5AunitH2

2πρI
−H2

tan2 π
ρI

, ξ∗m =
2π(m− 1)

µ
+
π

4
. (27)

We next prove Theorem 1. To find the optimal value ε∗, we
first discuss the critical condition in (26a). Let

ρI =
∑
m

I rx
m,k

(a)
=

µ∑
m=1

Aunit

π

H2

d4m,k

(b)
=

µ∑
m=1

[
Aunit

π
· (28)

H2

((ε cos ξm−x)2+(ε sin ξm−y)2+H2)
2

]
,

where (a) follows from (7), and (b) follows from (26d).
Analytically solving (28) is quite challenging. The difficulty
arises from the intricate complexities in determining the light
intensity distribution when multiple distributed light signals
intersect at a target point (i.e., the summation over m). To
meet the analytical challenges, we make two assumptions:
1) all LEDs are uniformly distributed on the circle; 2) the
area that exceeds the threshold is maximized when the critical
point on the symmetry axis between adjacent light sources is
farthest from the origin. The accuracy of the assumptions will
be confirmed later through simulations.

From the first assumption, we can assume an initial phase
angle of ξm = π

µ (2m− 1), meaning that the first and µ-th O-
APs are symmetrically distributed about the x-axis, with the
positive x-axis serving as the symmetry axis for the first and
µ-th O-APs. Since the intensity of light rapidly attenuates with
distance, we can only consider the impact of adjacent LEDs.
Assuming that the two adjacent LEDs provide the majority of
the light intensity at the critical point on the positive x-axis,
we can derive the following relationship:

4

5
ρI ≈

∑
m=1,µ

I rx
m,k =

∑
m=1,µ

Aunit

π

H2

(ε2 +H2 + x2 − 2ε cos π
µx)

2
.(29)
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The first and µ-th O-APs are symmetric. Considering the
light intensity brought by one of them, we get

2

5
ρI ≈ Aunit

π

H2

(ε2 +H2 + x2 − 2ε cos π
µx)

2
. (30)

Next, we need to find the value of ε that maximizes x. Taking
the partial derivative of both sides with respect to (w.r.t.) ε,
we obtain

0 =
−2
(
2ε+ 2x ∂

∂εx− 2 cos π
µx− 2ε cos π

µ
∂
∂εx
)

(ε2 +H2 + x2 − 2ε cos π
µx)

3
. (31)

Substituting ∂
∂εx = 0 into (31), we get:

0 =
ε− cos π

µx

(ε2 +H2 + x2 − 2ε cos π
µx)

3
. (32)

Combining (32) and (30), the optical ε∗ can be solved,
yielding (27).

Then, we proceed to solve for the optimal phase angle ξ∗m.
Under the assumption that all LEDs are uniformly distributed
on the circle, we can define an initial phase angle as ξ0 =
ξm − 2πm

µ . Thus, the next step is to determine the optimal
initial phase angle ξ∗0 . Similar to finding the optimal radius
ε∗, we first consider the critical condition as:

ρI =

µ∑
m=1

[
Aunit

π
· (33)

H2(
(ε∗cos (ξ0 +

2πm
µ )−x)2+(ε∗sin (ξ0 +

2πm
µ )−y)2+H2

)2
]
.

In (33), we can treat x and y as functions of ξ0, and find ξ0
that maximizes both x and y. Taking the partial derivative of
(33) w.r.t. ξ0, we have
µ∑

m=1

1[[
ε∗ cos (ξ0+

2πm
µ )−x

]2
+
[
ε∗ sin (ξ0+

2πm
µ )−y

]2
+H2

]3 ·
[[
ε∗cos

(
ξ0+

2πm

µ

)
−x
]
·
(
−ε∗sin

(
ξ0+

2πm

µ

)
− ∂

∂ξ0
x

)
(34)

+
[
ε∗sin

(
ξ0+

2πm

µ

)
−y
]
·
(
ε∗cos

(
ξ0+

2πm

µ

)
− ∂

∂ξ0
y

)]
= 0.

Since our goal is the extremum values of x and y, we can
set ∂

∂ξ0
x = ∂

∂ξ0
y = 0. Considering the critical points on the

diagonal that are farthest from the center of the room, (34)
can be refined as

µ∑
m=1

−
√
2ε∗ sin

(
ξ0 +

2πm
µ − π

4

)
x[

ε∗2+H2+2x2−2
√
2ε∗sin

(
ξ0+

2πm
µ + π

4

)
x

]3=0. (35)

We define

F (ξ0)≜
µ∑

m=1

−
√
2ε∗ sin

(
ξ0 +

2πm
µ − π

4

)
x[

ε∗2+H2+2x2−2
√
2ε∗sin

(
ξ0+

2πm
µ + π

4

)
x

]3. (36)
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Fig. 5: The comparison between the simulated optimal solution
and the analytical solution regarding the proportion of area
exceeding the threshold.

Lemma 2. F (ξ0) has a rotational symmetry about the ξa =
− 2π

µ + π
4 , that is,

F (ξa − ξ0) = −F (ξa + ξ0). (37)

Proof. First, when m = 1, we have

F (ξa − ξ0)|m=1

=
−
√
2ε∗ sin

(
ξa − ξ0 +

2π
µ − π

4

)
x[

ε∗2 +H2 + 2x2 − 2
√
2ε∗ sin

(
ξa − ξ0 +

2π
µ + π

4

)
x

]3
(a)
=

√
2ε∗ sin ξ0x[

ε∗2 +H2 + 2x2 − 2
√
2ε∗ cos ξ0x

]3
= −F (ξa + ξ0)|m=1, (38)

where (a) follows because ξa = − 2π
µ + π

4 .
On the other hand, when m = 2, ..., µ, we have

F (ξa − ξ0)|m ̸=1

=
−
√
2ε∗ sin

(
ξa − ξ0 +

2πm
µ − π

4

)
x[

ε∗2 +H2 + 2x2 − 2
√
2ε∗ sin

(
ξa − ξ0 +

2πm
µ + π

4

)
x

]3
=

−
√
2ε∗ sin

(
−ξ0 + 2π(m−1)

µ

)
x[

ε∗2 +H2 + 2x2 − 2
√
2ε∗ cos

(
−ξ0 + 2π(m−1)

µ

)
x

]3
= −F (ξa + ξ0)|µ+2−m, (39)

proving Lemma 2. ■
Since F (ξa−ξ0) = −F (ξa+ξ0) and F (ξa) = −F (ξa), the

optimal solution to (35) is given by ξ∗0 = − 2π
µ + π

4 . Theorem
1 is proved.

To validate Theorem 1, Fig. 5 compares the simulated
optimal solution from (26) with the analytical solution in
Theorem 1. Details of the simulation setup are in Tab. II
and will be further discussed in Sec. V. The results show
that variations in the area proportion exceeding the threshold
are negligible across different µ values. For instance, a 0.5
m2 area difference for µ = 4 case implies the simulated
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Fig. 6: The proportion of the area exceeding the threshold un-
der various ε and ξ0. The vertical line indicates the analytical
value obtained from Theorem 1.

optimal solution adds an annular region about 51 mm wide.
Furthermore, in Fig. 6, we present the simulation results
obtained by traversing all possible values of ε and ξ0 when
µ = 4. We found that the angles in the analytical solution are
the same as those in the simulated optimal solution, while a
similar distribution radius. As shown, the analytical solution
given in Theorem 1 is a good approximation to the optimal
solution of (26).

IV. OPTICAL BEAMFORMING

In the first phase of O-ISAC, the O-APs broadcast control
messages to all devices and sense the devices’ state with the
reflected light. Building on the analysis presented in Sec. III,
we recognize the pivotal role of superimposed light intensity
on the target, or the equivalent channel gain (24), in enhancing
system reliability. Consequently, during Phase 2, to enhance
communication and sensing performance, we position all O-
APs to directly face the target device—moving away from
their initial vertical alignment—and employ a TDMA strategy
for device service. However, despite these adjustments, the
signal’s intensity received by the device remains constrained
due to the inherent divergence of directionless light. In RF
communication, an efficient scheme to address such a problem
is beamforming, which uses antenna arrays to direct the signal
toward specific angles. In optical communication, however,
beamforming cannot be realized due to the uncontrollable
phase of light.

To achieve spatial selectivity, this paper puts forth the
concept of optical beamforming for O-ISAC, leveraging the
collimating lens. This approach is predicated on the assump-
tion that we can align the O-APs with the target device
using a three-dimensional turntable. As a result, our focus
shifts towards designing a collimating lens, a type of curved
optical lens that aligns light in parallel, effectively mitigating
the continuous diffusion of light. Inspired by this, we design
collimating lenses to modify the radiation pattern R(φm)
of the light source and direct all emitted light to the target
receiver, achieving the effect of optical beamforming.

The radiation pattern of an optical source can be changed
when a collimating lens is introduced. As shown in Fig. 7(a),
a light ray with an AoE of ϕ is emitted from the light source
and directly enters the lens. The ray intersects with the lens
surface on point A and undergoes refraction as it enters the

𝜃

𝜙

𝐴଴

𝐴

𝑦

𝑥𝑂

𝛽
𝑛௙

𝑎 𝑏

𝜑 𝐵ଵ

Fig. 7: (a) The cross-section of a collimating lens. (b) The
relative spectrum density of a commercial LED.

air. We denote by −→n f the normal vector of the lens at point A.
The angle at which the ray enters the lens is called the incident
angle β, while the angle at which it exits the lens surface is
referred to as the exit angle θ. The angle between the refracted
light ray after leaving the lens surface and the y-axis is the
AoD defined earlier in Sec. II. Geometrically, the relationship
between these angles can be expressed as ϕ = φ− β + θ.

A challenge here is that practical optical sources cannot
produce light of a single frequency [40], which is commonly
referred to as the frequency dispersion effect. As an example,
Fig. 7(b) depicts the relative spectrum density χ(λ) of the light
emitted by a commercial LED as a function of wavelength. In
addition to the peak wavelength λ0 = 450 nm, the emitted
light also contains other wavelengths. This implies that,

• For the light beam with a given AoE ϕ, different wave-
length components λ in the beam undergo different
refraction through the lens. In this case, θ and φ can
be written as functions of λ, i.e., θ(λ|ϕ) and φ(λ|ϕ).

• The light beam with a given AoD φ, on the other hand,
consists of a cluster of light rays with different AoE ϕ
and wavelength λ. In this case, ϕ, β and θ can be written
as functions of λ, i.e., ϕ(λ|φ), β(λ|φ) and θ(λ|φ).

Considering a specific target device located at pD =
(xD, yD, zD). Suppose the length and width of the target are
Lt and Wt, respectively. The radiation pattern optimization
problem can be formulated as maximizing the sum of light
intensities falling on the target device, yielding

(P2): max
{R(φm)}

∫ yD+
Lt
2

yD−Lt
2

∫ xD+
Wt
2

xD−Wt
2

∑
m

I rx
m,kdxdy, (40a)

s.t. I rx
m,k = R

(
φm

)
· Aunit cosψm

d2m,k

, (40b)

R(φm) =

∫
1

π
cos
(
ϕm (λ|φm)

)
χ(λ)dλ, (40c)

dm,k =
√
(ε∗ cos ξ∗m−xD)2+(ε∗ sin ξ∗m−yD)2+H2, (40d)

sinβ · n(λ) = sin
(
θ(λ|φm)

)
· 1, (40e)

ϕm(λ|φm) = φm − β(λ|φm) + θ(λ|φm), (40f)

where (40e) is the law of refraction and n(λ) ∝ 1/λ represents
the refractive index of the lens.

With optical beamforming, the light emitted by O-APs is
intentionally directed towards the target device, enhancing
both the optical communication rate and the sensing accuracy,
thanks to the much stronger received light intensity. Theorem
3 below summarizes our main result in this section.
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Fig. 8: The cross-section of a collimating lens.

Theorem 3. In the second phase of O-ISAC, with optical
beamforming, the optimal radiation pattern of a Lambertian
optical source that maximizes the received light intensity, i.e.,
the optimal solution to (P2), can be approximated by

R∗(φm

)
=

∫
1

π
cos

( (
n(λ)− 1

)
λ

n(λ)(λ− λ0)
φm

)
χ(λ)dλ. (41)

In RF communication, antenna arrays with phase shifter
networks enhance directivity and enable beam scanning. Yet,
applying these methods to the THz band is complex and costly,
especially for non-coherent sources like LEDs. Therefore,
lens-based beamforming presents a practical alternative [41],
and we prove Theorem 3 by a geometric approach. In (40a),
the parameters xD, yD, Wt, and Lt depend on the position
and size of the target device. Since in the second phase, we
have aligned all the O-APs towards the target device, the
optimization objective in (40a) is equivalent to maximizing
the light intensity I rx

m,k in (40b) at the target device. In other
words, our objective is to identify the highest achievable
radiation pattern R(φm) for the O-APs when φm = 0. Since
the radiation of the optical source is independent, we can
optimize the radiation pattern of the LEDs independently.
Without loss of generality, we consider the m-th LED in the
following. The subscript m will be omitted for simplicity.

According to (40c), ideally, we desire that for any AoE
ϕ, the light ray after collimation has an AoD φ(λ|ϕ) = 0,
∀λ. This maximizes R(φ = 0). However, one problem is
that the lens can only be designed to perfectly collimate one
wavelength. In this context, R(φ = 0) is optimized if and only
if φ(λ = λ0|ϕ) = 0, ∀ϕ.

Lemma 4 (Profile of the lens surface). The optimal normal
vector of the collimating lens that satisfies φ(λ0|ϕ) = 0, ∀ϕ,
at any point on the lens surface is given by

−→n ∗
f =

(
n(λ0) sinϕ, n(λ0) cosϕ− 1

)
. (42)

Proof. As shown in Fig. 7(a), the direction of a light ray
−→
OA

can be represented as
−→
OA
|−→OA|

= (sinϕ, cosϕ), the direction of the

outgoing light ray
−−→
AB1(λ) can be represented as

−−→
AB1(λ)

|−−→AB1(λ)|
=(

sinφ(λ|ϕ), cosφ(λ|ϕ)
)
, and our goal is

−−→
AB1(λ0)

|−−→AB1(λ0)|
=
(
sin
(
φ(λ0|ϕ)

)
, cos

(
φ(λ0|ϕ)

))
= (0, 1). (43)

𝜑

Fig. 9: Comparison between simulated AoD and analytical
AoD of the divergence angle after collimation, where λ0 =
450 nm, λ = 420 nm, and n(λ0) = 1.4.

An illustration of (43) is given in Fig. 8(a). At point B1, we
draw a line parallel to the normal −→n f , which intersects the
extension of

−→
OA at point B2. Using the cosine rule, we have

|−−→AB1(λ0)| sin θ = |−−→AB2| sinβ. (44)

Combining (40e) and (44), we get

|−−→AB2| = n(λ0)|
−−→
AB1(λ0)|. (45)

Therefore, based on the vector triangle AB1B2, we can deter-
mine the optimal normal vector direction as

−→n ∗
f ∝ 1

|−−→AB1(λ0)|

[−−→
AB2 −

−−→
AB1(λ0)

]
(a)
=

1

|−−→AB1(λ0)|

[ −−→
AB2

|−−→AB2|
· n(λ0)|

−−→
AB1(λ0)| −

−−→
AB1(λ0)

]
(b)
=
(
n(λ0) sinϕ, n(λ0) cosϕ− 1

)
, (46)

where (a) follows from (45), (b) follows from
−−→
AB2

|−−→AB2|
=

−→
OA
|−→OA|

and (43). This proves Lemma 4. ■
The collimating lens given in Lemma 4 effectively manip-

ulates the peak wavelength component λ0 emitted at various
AoE, directing them towards the target user. On the other hand,
other wavelength components cannot be fully collimated and
still suffer from a divergence angle, i.e., AoD φ(λ|ϕ) ̸= 0,
∀λ ̸= λ0, as visualized in Fig. 8(b).

Lemma 5 (AoD). Consider an optical source and denote the
peak wavelength by λ0. After passing through the collimating
lens characterized in Lemma 4, the AoD of a wavelength
component λ can be approximated by

φ(λ|ϕ) ≈ n(λ)

n(λ)− 1

λ− λ0
λ

ϕ. (47)

Proof. See Appendix A. ■
To validate Lemma 5, we compare the simulated and ana-

lytical values of φ in Fig. 9, where λ0 = 450 nm, λ = 420 nm,
and n(λ0) = 1.4. As shown, (47) is a decent approximation
of φ, especially when the AoE ϕ is small. From (47), we have

ϕ(λ|φ) ≈
(
n(λ)− 1

)
λ

n(λ)(λ− λ0)
φ. (48)

Substituting (48) into (40c), we obtain the optimal radiation
pattern R∗(φ) in (41), proving Theorem 3.
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Mean intensity

(a) Light intensity (uniformity)Mean BER

(b) BER (uniformity)Mean MSE

(c) MSE (uniformity)

Prop intensity

(d) Light intensity (threshold)Prop BER

(e) BER (threshold)Prop MSE

(f) MSE (threshold)

Fig. 10: The light intensity, BER, and MSE distributions under
two optimization methods: (a, d) the distribution of light
intensity; (b, e) the distribution of BER performance; (c, f)
the distribution of MSE performance.

TABLE II: Parameter settings.

Parameters Description Value
Environment Room dimension 5m × 5m × 3m

Signal
Structure

No. of bits 2× 105

No. of subcarrier 32

Modulation scheme BPSK-OFDM (phase 1)
16QAM-OFDM (phase 2)

Source
Parameters

No. of LED 4
Source Co-ordinates (ε cos ξm, ε sin ξm,H)

Semi-half angle of LED
(Φ1/2) π/3

focal length 0.05 m

device
Parameters

No. of PD per device 4
FOV (ΨFOV ) π/3

Active area of PD (APD) 1 mm2

Size of lens 1 inch
Reflection coefficient (ρj ) 0.8

V. NUMERICAL AND SIMULATION RESULTS

This section assesses the effectiveness of the proposed O-
ISAC system through numerical and simulation results. Specif-
ically, we will conduct evaluations for both the directionless
and directional O-ISAC, comparing them against a setup
where sensing and communication operate independently, each
with half the power. To provide a clearer picture, the simula-
tion setup and parameter settings are summarized in Tab. II.

Our initial focus centers around the optimal light source
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Percent 
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Mean 1.540 7.00e-5 0.574 0.599 0.721

Prop 1.405 8.64e-5 0.737 0.735 0.728

diag 1.350 9.01e-5 0.701 - -
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Fig. 11: The proportion of the area achieving performance
surpassing the threshold using the two optimization methods.

distribution in the first phase. We will compare the traditional
criterion in (25), which minimizes the MSE of the light
intensity, with the proposed criterion in (26), which maximizes
the area in which the light intensity surpasses a threshold.
For the proposed criterion, we use the approximated optimal
solution given in Theorem 1, and the threshold of the received
light intensity is set to ρI = 0.8 × 10−4. This threshold was
derived by back-calculating from benchmark values for BER
and MSE, which we will introduce shortly. Fig. 10 presents
the achieved performances of the two optimization criteria,
where (a) and (d) are the light intensity distribution across the
entire room, (b) and (e) are the distribution of the achieved
BER, and (c) and (f) are the distribution of the achieved
MSE. Note that although Fig. 10 focuses on comparing the
estimation performance at a single height for a straightforward
comparison, our paper’s theoretical framework is well-suited
for scenarios with multiple users at different heights.

To quantitatively analyze Fig. 10, we set a reference value
for both communication BER and sensing MSE at 10−4 (note
that the location estimation error is 1cm when MSE = 10−4).
Base on Fig. 10, Fig. 11 summarizes the proportion of the
room area that achieves better performance than the reference
value under the two optimization criteria. As can be seen, the
proposed optimization goal in (26) yields better performance
in terms of all three metrics. The gains are up to 7.26%,
33.79%, and 1.82%, respectively. Overall, in the first phase,
the BER and MSE performances of O-ISAC versus SNR are
given in Figs. 13 and 14, respectively. We will provide a more
detailed comparison with the second phase of O-ISAC later.

Compared to the first phase, the most significant feature of
the second phase is the introduction of optical beamforming.
This innovation concentrates the light emitted by O-APs onto
the target device, thereby reducing the SNR required for
attaining the target BER of communications and the MSE of
optical sensing significantly. Specifically, in the first phase, the
light intensity that falls on the target only accounts for 0.96%
of the total light intensity, as illustrated in Fig. 12(a). In the
second phase, on the other hand, the received light intensity
exhibits a distribution shown in Fig. 12(b), where 66.41% of
the light intensity falls on the target.



12

(a) Phase 1 (b) Phase 2

Fig. 12: The distribution of light intensity in the environment,
where the blue box represents the position of the target device.

Overall, this paper has considered several optimization
schemes including 1) optimization of the light source distribu-
tion; 2) utilization of a PD array; 3) optical beamforming, also
known as directional O-ISAC. Thanks to these optimization
schemes, the performances of both optical sensing and com-
munications are improved. Fig. 13 presents the BER perfor-
mance of the O-ISAC system. The results reveal that, relative
to the separated system, the non-directional O-ISAC achieves a
3.47 dB improvement, whereas the directional O-ISAC secures
a substantial 63.35 dB gain. Implementing a PD array in
the non-directional O-ISAC system yields approximately a 12
dB increase, with the strategic arrangement of light sources
contributing an extra 3 dB gain. This arrangement primarily
optimizes phase 1, indicating that the configuration of PDs and
light sources exerts minimal influence on the performance of
the directional O-ISAC system.

Considering that the variation of PDs does not affect the
reflected light, the MSE estimated at the O-AP only considers
the changes in the light source distribution, and Fig. 14
presents the MSE of position estimation in optical sensing.
Directionless O-ISAC outperforms the separate system by 3.14
dB, while directional O-ISAC outperforms the directionless
system by 40.42 dB. Moreover, the optimization of the light
source distribution can provide a gain of 5 dB for both the
Directionless O-ISAC and Directional O-ISAC systems.

Overall, in our O-ISAC system, the O-APs periodically use
a large power (e.g., 80 dB in Fig. 13) to broadcast the control
information and sense the devices globally. The BER can be
kept to 10−4 and the sensing MSE is lower than 10−4 (this
corresponds to a localization accuracy of 1 cm). Then, in the
second phase (which is much longer than the first phase), the
O-APs use a relatively low power (e.g., 20 dB in Fig. 13)
to serve the users and keep track of the users’ locations. The
BER performance can be kept way below 10−4 and the sensing
MSE is also kept below 10−4. An illustration of the required
power to achieve a BER of 10−4 and an MSE of 10−4 across
different system configurations is provided in Fig. 15, with a
comparison to the m-CAP based joint Visible Light Sensing
and Communication system from [27]. It can be observed that
even the proposed directionless O-ISAC system outperforms
the system in [27], thanks to its pinhole based sensing system.
Additionally, in phase 2, optical beamforming further reduces
the required power by concentrating the energy.
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Fig. 13: BER for optical communication under varied condi-
tions.
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Fig. 14: MSE of position estimation under varied conditions.
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Fig. 15: A comparison of the required Eb/N0 to achieve a
BER of 10−4 and an MSE of 10−4 across different system
configurations.

VI. CONCLUSION

This paper presented and evaluated a new O-ISAC paradigm
tailored for commercial LEDs. The primary goal of O-ISAC
is to integrate optical communication and optical sensing ca-
pabilities within a single framework to improve both commu-
nication efficiency and device localization accuracy – critical
components in smart IoT ecosystems. Our approach employs
a two-phase strategy, utilizing high-power transmission in the
first phase for global device localization and control informa-
tion dissemination, and transitioning to lower-power transmis-
sion in the second phase to serve users and maintain precise
device tracking. Overall, our O-ISAC framework’s ability to
provide robust and efficient indoor optical communication
while simultaneously enhancing device localization accuracy
makes it a promising solution for IoT communication and
sensing applications, such as smart homes and industrial IoT.
Moving forward, we will focus on practical implementation
and deployment considerations to further validate the system’s
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real-world feasibility.

APPENDIX A
PROOF OF LEMMA 5

This appendix proves Lemma 5. Considering an optical
source and denoting the peak wavelength by λ0, this appendix
approximates the AoD φ(λ|ϕ) for ∀ϕ after passing through the
lens.

As shown in Fig. 8(b), for different wavelengths λ, the
incident angle β w.r.t. the lens surface is the same. The
emission angles θ(λ0|ϕ) and θ(λ|ϕ) for wavelengths λ0 and
λ, respectively, follow{

sinβ · n(λ0) = sin
(
θ(λ0|ϕ)

)
· 1,

sinβ · (λ) = sin
(
θ(λ|ϕ)

)
· 1.

(49)

Since the exit ray of wavelength λ0 is parallel to the y-axis,
φ(λ|ϕ) = θ(λ0|ϕ) − θ(λ|ϕ) is the angle between the y-axis
and the outgoing light ray of wavelength λ. It can be written
as

φ(λ|ϕ) = θ(λ0|ϕ)− θ(λ|ϕ)
= arcsin

(
n(λ0) sinβ

)
− arcsin

(
n(λ) sinβ

)
(a)
= arcsin

(
n(λ0) sinβ

)
− arcsin

(
n(λ0)

λ0
λ

sinβ

)
(b)
≈ n(λ0) sinβ +

1

6

(
n(λ0) sinβ

)3
+

3

40

(
n(λ0) sinβ

)5
−
(
n(λ0)

λ0
λ

sinβ

)
− 1

6

(
n(λ0)

λ0
λ

sinβ

)3

− 3

40

(
n(λ0)

λ0
λ

sinβ

)5

= n(λ0)

[
1− λ0

λ

]
sinβ +

1

6

(
n(λ0)

)3 [
1− λ30

λ3

]
sin3 β

+
3

40

(
n(λ0)

)5 [
1− λ50

λ5

]
sin5 β

≈ n(λ0)

[
1− λ0

λ

]
β +

1

6

(
n(λ0)

)3 [
1− λ0

λ

]3
β3

+
3

40

(
n(λ0)

)3 [
1− λ0

λ

]5
β5 (50)

(c)
≈ arcsin

(
n(λ0)

(
1− λ0

λ

)
sinβ

)
≈ n(λ0)

(
1− λ0

λ

)
β,

where (a) follows from (49); both (b) and (c) follow from
Taylor series expansion of arcsine.

Next, we derive the incident angle β on the lens’ surface.
For a given wavelength, there is a one-to-one correspondence
among the AoE ϕ of the light source, the incident angle β
of the lens’ surface, the normal vector −→n f , and the outgoing
angle θ(λ0|ϕ). Therefore,

β
(a)
= arccos

n(λ0) sinϕ sinϕ+ (n(λ0) cosϕ− 1) cosϕ√(
n(λ0)

)2
sin2 ϕ+ (n(λ0) cosϕ− 1)2


= arccos

 n(λ0)− cosϕ√(
n(λ0)

)2 − 2n(λ0) cosϕ+ 1



(b)
≈

√√√√√2

1− n(λ0)− cosϕ√(
n(λ0)

)2 − 2n(λ0) cosϕ+ 1


+

√
2

12

[
1− n(λ0)− cosϕ√

n2 − 2n cosϕ+ 1

] 3
2

+
3
√
2

160

1− n(λ0)− cosϕ√(
n(λ0)

)2 − 2n(λ0) cosϕ+ 1

 5
2

≈

√√√√√2

1− n(λ0)− cosϕ√(
n(λ0)

)2 − 2n(λ0) cosϕ+ 1


(c)
≈

√√√√√2

1− n(λ0)−
(
1− 1

2ϕ
2 + 1

24ϕ
4
)√(

n(λ0)
)2− 2n(λ0)

(
1− 1

2ϕ
2 + 1

24ϕ
4
)
+ 1



≈

√√√√√2

1−

√
1−

ϕ2
(
1− 1

4ϕ
2
)

(n(λ0)− 1)2 + n(λ0)ϕ2


≈

√√√√2

(
1−

√
1− ϕ2

(n(λ0)− 1)2 + n(λ0)ϕ2

)
(d)
≈

√
ϕ2

(n(λ0)− 1)2
, (51)

where (a) follows from cosβ =
−→n f ·

−→
OA

|−→n f |
∣∣∣−→OA

∣∣∣ ; (b) and (c) follow

from Taylor series expansion; (d) follows from√√√√2

(
1−

√
1− ϕ2(

n(λ0)− 1
)2

+ n(λ0)ϕ2

)

=

√
ϕ2(

n(λ0)− 1
)2 +

(1− 4n(λ0))|ϕ|3

8
(
n(λ0)− 1

)3 +O(ϕ).

Substituting (51) into (50) yields

φ(λ|ϕ) ≈ n(λ0)

(
1− λ0

λ

)√
ϕ2(

n(λ0)− 1
)2

=
n(λ0)(λ− λ0)(
n(λ0)− 1

)
λ
ϕ, (52)

proving Lemma 5.
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