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Abstract—In this paper, we consider intelligent reflecting
surface (IRS) in a non-orthogonal multiple access (NOMA)-
aided Integrated Sensing and Multicast-Unicast Communication
(ISMUC) system, where the multicast signal is used for sensing
and communications while the unicast signal is used only for
communications. Our goal is to depict whether the IRS improves
the performance of NOMA-ISMUC system or not under the
imperfect/perfect successive interference cancellation (SIC) sce-
nario. Towards this end, we formulate a non-convex problem to
maximize the unicast rate while ensuring the minimum target
illumination power and multicast rate. To settle this problem, we
employ the Dinkelbach method to transform this original problem
into an equivalent one, which is then solved via alternating
optimization algorithm and semidefinite relaxation (SDR) with
Sequential Rank-One Constraint Relaxation (SROCR). Based on
this, an iterative algorithm is devised to obtain a near-optimal
solution. Computer simulations verify the quick convergence of
the devised iterative algorithm, and provide insightful results.
Compared to NOMA-ISMUC without IRS, IRS-aided NOMA-
ISMUC achieves a higher rate with perfect SIC but keeps the
almost same rate in the case of imperfect SIC.

Index Terms—Integrated sensing and communication, intelli-
gent reflecting surface, multicast-unicast communication.

I. INTRODUCTION

As a crucial technology of the sixth-generation (6G), inte-
grated sensing and communication (ISAC) is able to perform
wireless sensing and communication in the same resource and
facility [1]. In previous ISAC with multiple communication
users (C-users), it was assumed that C-users operate in the
orthogonal multiple access (OMA) manner, leaving a room for
spectrum efficiency improvement. It has been widely assumed
that non-orthogonal multiple access (NOMA) achieves a larger
spectrum efficiency than OMA [2], which therefore motivates
us using non-orthogonal multiple access (NOMA) to replace
OMA in ISAC, yielding a concept called non-orthogonal ISAC
(NISAC).

In recent years, there have been several contributions regard-
ing NISAC. The authors in [3] considered a NISAC network,
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where the base station (BS) transmits the mixed multicast and
unicast messages, and maximizes the unicast rate subject to
the minimum multicast rate constraints. The authors in [4]
proposed a beamforming design to maximize the weighted sum
of the communication throughput and the effective sensing
power while ensuring the similar levels of sensing power
in different target directions. Considering the influence of
both inter-user interference and Rayleigh channel fading, the
authors in [5] derived the closed-form expressions of the outage
probability, the ergodic communication rate, and the sensing
rate. Taking secure communications into account, the authors in
[6] proposed a NOMA-based secure transmission beamforming
method to maximize the radar-only beamforming matrix under
a given transmit power.

Despite the recent contributions, NISAC still faces chal-
lenges particularly caused by the wireless fading. Owing to the
ability to intelligently control the wireless channel by adjusting
the phase shift of reflection components [7], intelligent reflect-
ing surface (IRS) has been recently studied in NISAC in [8]–
[11]. The authors in [8] proposed an IRS-NISAC system, where
the dedicated IRS creates virtual LoS links for the radar targets,
and maximizes beam-pattern gain by ensuring the minimum
quality of service (QoS) requirement. The paper in [9] con-
sidered a distributed IRS assisted concurrent communication
and location sensing for a blind-zone user, and minimized
the Cramer-Rao lower bound to characterize the performances
of both communication and location sensing in a unified
manner by optimizing the active and passive beamforming.
The authors in [10] proposed to minimize the transmission
power via jointly optimizing the beamforming vectors and the
IRS phase shift matrix under the QoS constraints. In [11], the
authors maximized the minimum radar beam-pattern gain by
jointly optimizing the active beamforming, power allocation,
and passive beamforming under the constraints of the minimum
QoS requirement.

We note that the communication performance has not been
well investigated in an IRS-NISAC network. In practice, the
communication rate is also an important performance metric in
IRS-NISAC, thus, it is of significance to investigate the com-
munication rate maximization problem subject to the minimum
radar beam-pattren gain. Besides, all the existing works [3]–
[11] assumed a perfect SIC for NOMA transmissions, which
does not hold in practical communications. Recall that in IRS-
NISAC with imperfect SIC, IRS amplifies the NOMA signals
simultaneously, that is to say, it also boosts the co-channel

ar
X

iv
:2

30
7.

14
05

0v
1 

 [
cs

.I
T

] 
 2

6 
Ju

l 2
02

3



N-user

F-user

BS

h
H 

I,f
G

h
H 

B,f

h
H 

B,n

IRS

Direct channels Reflecting channels

h
H 

I,n

Fig. 1: System model.

interference cased by the NOMA. In this case, the following
question arises: is the communication performance of NISAC
really improved by IRS under the imperfect SIC scenario?
However, such a question has not been explicitly answered
in the existing literature.

In this paper, we consider an IRS aided NOMA-Integrated
Sensing and Multicast-Unicast Communication (ISMUC) net-
work consisting of one BS, one near-user (NU) and one far-
user (FU). In particular, the BS transmits the multicast-unicast
signal to NU and FU for sensing and communications. We
are interested in maximizing the unicast communication rate
at the NU under the target illumination power constraint in
both perfect/imperfect SIC scenarios. Our main contributions
are listed below.

• Considering the imperfect SIC at NU, we formulate a
nonlinear programming problem to maximize the unicast
rate under the constraint of the multicast rate requirement
and the minimum target illumination power. Note that
the perfect SIC is a special case of the imperfect SIC,
therefore, our formulated problem can also be applicable
for the perfect SIC case.

• To solve the nonlinear programming problem, we first
employ the Dinklbach method to create an equivalent
objective function of the original problem. Subsequently,
we adopt the alternating optimization algorithm to decom-
pose the equivalent problem into two subproblems: one
optimizes the transmit multicast and unicast beamformers
with a given reflective beamforming, and one optimizes
the reflective beamforming with fixed transmit beamform-
ers. For each subproblem, we firstly adopt semidefinite
relaxation (SDR) to remove the rank-one constraint to
obtain the relaxation solution, and then employ the se-
quential rank-one constraint relaxation (SROCR) to obtain
the beamforming matrices satisfying the rank-one con-
straint. We further obtain the solution satisfying rank-
one constraint via eigenvalue decomposition for each
subproblem.

• Simulation results demonstrate that the proposed iterative
algorithm converges in a few iterations and show the im-

pacts of imperfect SIC on the achievable performance. In
particular, the proposed scheme outperforms the NOMA-
ISAC system under the perfect SIC, while the commu-
nication rate achieved by all schemes keeps almost the
same with imperfect SIC.

Notations: Scalars, vectors, and matrices are expressed as
lower-case, bold-face, lower-case, and bold-face upper-case
letters, respectively; CN×1 and xH represents the space of
N×1 complex-valued vectors and the conjugate transpose of
vector x; CN

(
µ, σ2

c

)
denotes the distribution of circularly

symmetric complex Guassion (CSCG) random variable with
mean µ and variance σ2

c ; rank (B), Tr (B) and diag (B)
represent the rank and trace of matrix B and a vector whose
elements are extracted from the main diagonal elements of
matrix B, respectively; B≻0 indicates that B is a positive
semidefinite matrix; HN and E (·) represent the set of all N -
dimensional complex Hermitian matrices and the statistical
expectation, respectively.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

This work considers an IRS-aided NOMA-ISMUC network,
which consists of a BS, an IRS, a NU, and a FU, as depicted
in Fig. 1. There are two different types of messages sent by the
BS, i.e., multicast and unicast signals. Particularly, the multi-
cast signal is for both the NU and FU, while the unicast signal
is only for the NU. The BS has N antennas transmitting mixed
multicast-unicast signals for communications and sensing with
the help of an IRS that has K elements. The channel status
information (CSI) is assumed to be perfectly known for us to
study the maximum performance gain of the proposed system.

Let sm(n) ∼ CN (0, 1) and su(n) ∼ CN (0, 1) denote the
multicast and unicast signasl at time n, respectively. Then, the
overall transmitted signal of the BS at time nth is given by

x (n) = wmsm (n) +wusu (n) , (1)

where wm∈CN×1 and wu∈CN×1 represent the beamforming
weights for transmitting the multicast and unicast symbols,
respectively. With the help of an IRS, the received signal of
the NU and the FU at n can be respectively expressed as

yn(n)=
(
h
H
I,nΦG+h

H
B,n

)
x (n)+zn(n) , (2)

yf (n)=
(
h
H
I,fΦG+h

H
B,f

)
x (n)+zf(n) , (3)

where G∈CK×N , hH
B,n∈C1×N , hH

B,f∈C1×N , hH
I,n ∈C1×K

and hH
I,f ∈ C1×K denote the channel matrix/vector of BS-

IRS, BS-NU, BS-FU, IRS-NU and IRS-FU links, respectively,
zn(n)∼CN

(
0, σ2

n

)
and zf (n)∼ CN

(
0, σ2

f

)
are the additive

white Gaussian noise (AWGN), and Φ = diag(ejθ1 , · · · , ejθK )
denotes the corresponding reflection beamforming matrix with
the phase shift of reflecting element θk∈(0, 2π].

According to the SIC order considered in the conventional
downlink NOMA [3], the multicast signal is firstly detected
at the NU and subtracted from the received signal before the



unicast signal is decoded. For this reason, the achievable rate
for the multicast signal at the NU is written as

Rm,N =log2

1+

∣∣(hH
I,nΦG+ hH

B,n

)
wm

∣∣2∣∣∣(hH
I,nΦG+ hH

B,n

)
wu

∣∣∣2+σ2
n

 . (4)

Here we consider an imperfect SIC at the NU, which means
that the multicast signal may not be perfectly removed at the
NU. Thus, the rate of unicast signals at NU is expressed as

Ru=log2

1+

∣∣(hH
I,nΦG+hH

B,n

)
wu

∣∣2
ζ
∣∣∣(hH

I,nΦG+hH
B,n

)
wm

∣∣∣2+σ2
n

 , (5)

where ζ∈ [0, 1) is a coefficient factor. Please note that ζ=0
and ζ>0 correspond to the perfect and imperfect SIC scenarios,
respectively.

As for the FU, the multicast signal is directly detected by
treating the unicast signal as interference. As a result, the
multicast achievable rate at the FU can be written as

Rm,F =log2

1+

∣∣∣(hH
I,fΦG+hH

B,f

)
wm

∣∣∣2∣∣∣(hH
I,fΦG+hH

B,f

)
wu

∣∣∣2+σ2
f

 . (6)

Combining (4) with (6), the rate of the multicast signal can be
written as

Rn = min {Rm,N , Rm,F } . (7)

Similar to [11], we consider that multicast signals and
unicast signals can be totally used for wireless sensing. Fur-
thermore, the sensing performance of the radar system is
determined by the signal to interference and noise ratio (SINR)
at the FU, which mainly depends on the target illumination
power [12]. In this case, the target illumination power arising
from the signal transmitted by the BS at the FU can be
expressed as

P (θ) =E
[∣∣hH

f x
∣∣2]=hH

f Rhf =Tr
(
RhH

f hf

)
, (8)

where hH
f =hH

I,fΦG+hH
B,f is the overall BS-IRS-FU channel

vector, θ = [θ1, θ2 · · · θk] and R=E
[
x (n)x(n)

H
]
=wuw

H
u +

wmwH
m denotes the corresponding transmit covariance matrix.

B. Problem Formulation
We aim to maximize the achievable unicast rate at the NU

by jointly optimizing the beamformers (wu and wm) for trans-
mitting the multicast and unicast symbols, and the reflective
beamforming (Φ) at the IRS. Accordingly, the optimization
problem can be formulated as

max
wu,wm,Φ

log2

1+

∣∣(hH
I,nΦG+hH

B,n

)
wu

∣∣2
ζ
∣∣∣(hH

I,nΦG+hH
B,n

)
wm

∣∣∣2+σ2
n

 (9)

s.t. Rn ≥ Rm, (9a)

Tr
(
wuw

H
u +wmwH

m

)
≤ Pmax, (9b)

P (θ) ≥ Γ, (9c)

where Rm denotes the minimum rate requirement of muliticast,
Pmax represents the maximum transmit power budget, and Γ
is the minimum beam-pattern gain threshold at the FU. (9a)
is the minimum rate constraint for the multicast signal, (9b)
constrains the maximum transmit power of the BS, and (9c)
constrains the worst-case target illumination power. Problem
(9) is non-convex due to the coupled optimization variables i.e.,
wu,wm,Φ and the fractional form of the objective function.

III. PROPOSED SOLUTION

We note that maximizing Ru is equivalent to maximizing the
corresponding received SINR. This can be used to simplify the
objective function. In what follows, we drop the log function
in the objective function of (9). By doing so, the trans-
formed problem becomes a typical nonlinear programming
optimization problem, which can be solved by designing an
efficient Dinkelbach-based iterative algorithm [13], [14]. More
specifically, we define an equivalent solution for the maximum
achievable rate of q∗ as:

q∗ =

∣∣(hH
I,nΦG+hH

B,n

)
wu

∣∣2
ζ
∣∣∣(hH

I,nΦG+hH
B,n

)
wm

∣∣∣2+σ2
n

= max
wu,wm,Φ

∣∣(hH
I,nΦG+hH

B,n

)
wu

∣∣2
ζ
∣∣∣(hH

I,nΦG+hH
B,n

)
wm

∣∣∣2+σ2
n

.

(10)

For the sake of brevity, let U and M denote the numer-
ator and denominator of the fractional expression in (10)
respectively, i.e., U (wu,wm,Φ) =

∣∣(hH
I,nΦG+hH

B,n

)
wu

∣∣2,
M (wu,wm,Φ) = ζ

∣∣(hH
I,nΦG+hH

B,n

)
wm

∣∣2+σ2
n. Applying

the generalized fractional programming theory, we have the
following Theorem [13], [14].

Theorem. The equivalent maximum achievable rate q∗ can
be achieved if and only if

max
wu,wm,Φ

U (wu,wm,Φ)− q∗M (wu,wm,Φ)

= U (w∗
u,w

∗
m,Φ∗)− q∗M (w∗

u,w
∗
m,Φ∗)

= 0,

(11)

where * is the optimal solution of the optimization variable.
Using this Theorem, we propose Algorithm 1 to solve

problem (9), as shown at the top of the next page, where the
main challenge is to solve the following problem (12),

max
wu,wm,Φ

U (wu,wm,Φ)− qM (wu,wm,Φ) (12)

s.t. (9a)–(9c). (12a)

Although the equivalent objective function in (12) is more
tractable than the original optimization problem, the coupling
between the transmit beamformers and the reflective beam-
forming still exists. We employ the alternating optimization
algorithm to decompose the original problem into two sub-
problems, where the transmit beamformers (wu and wm) at
the BS and the reflective beamforming (Φ) at the IRS could
be alternatively optimized.



Algorithm 1 The iterative allgorithm to solve problem (9)

Initialize: the maximum number of iteration L and the
maximum convergence threshold ϶1,
Set maximum achievable rate q=0 and iteration index i=0

repeat
Solve problem (12) for a given q and obtain{Wu,Wm,Φ}

if U (wu,wm,Φ)− qM (wu,wm,Φ) < ϶1 then
Convergence = true
return {w∗

u,w
∗
m,Φ∗} = {wu,wm,Φ} and

q∗ = U(wu,wm,Φ)
M(wu,wm,Φ)

else
Set q = U(wu,wm,Φ)

M(wu,wm,Φ) and i = i+ 1

Convergence = false
end if

until Convergence = true or i = L

A. Updating wu and wm given Φ

First, we aim to optimize the transmit beamformers wu and
wm in problem (12) with a givenΦ, i.e.,

max
wu,wm

∣∣hH
n wu

∣∣2 − q
(
ζ
∣∣hH

n wm

∣∣2 + σ2
n

)
(13)

s.t. (9a)–(9c), (13a)

where hH
n =

(
hH
I,nΦG+hH

B,n

)
represents the combined

channel from BS-IRS-NU. We define Wm = wuwu
H and

Wm = wmwm
H, Wm≻ 0, Wm≻ 0, rank(Wm) = 1, and

rank(Wu) = 1. The problem (13) can be rewritten as

max
Wu,Wm

Tr(HnWu)− q(ζ Tr(HnWm) + σ2
n) (14)

s.t. Tr (R) ≤ Pmax, (14a)

Tr(HnWm)− γmTr(HnWu)− γmσ2
n ≥ 0, (14b)

Tr(HfWm)− γmTr(HfWu)− γmσ2
f ≥ 0, (14c)

Wu,Wm≻ 0,Wu,Wm ∈ HN , (14d)

Tr
(
RhH

f hf

)
≥ Γ, (14e)

rank(Wu) = 1, rank(Wm) = 1, (14f)

where hH
f =

(
hH
I,fΦG+hH

B,f

)
denotes the overall channel

vector from BS-IRS-FU, γm=2Rm−1, and (14a) and (14b)
are derived from (9a). In this problem, constraint (14f) is non-
convex, which motivates us to use the semidefinite relaxation
(SDR) relaxing the rank-one constraint to obtain the relaxation
solution, and then to adopt the Sequential Rank-One Constraint
Relaxation (SROCR) [15] to obtain beamforming matrices
satisfying rank-one constraint. Thus, problem (14) would be

reformulated as

max
Wu,Wm

Tr(HnWu)− q(ζTr(HnWm) + σ2
n) (15)

s.t. uH
maxu

Wuumaxu
≥ m(i)

u Tr (Wu) , (15a)

uH
maxmWmumaxm ≥ m(i)

m Tr (Wm) , (15b)
(14a)–(14e), (15c)

where umaxu
and umaxm

denote the respective largest eigen-
values of Wu and Wm, and m

(i)
u and m

(i)
m are the relaxation

parameters controlling the largest eigenvalue to trace ratio of
Wu and Wm, respectively. We transfer problem (13) into
problems (14) and (15) to obtain the optimization solutions.
Specifically, to tackle the rank-one constraint, we firstly drop
the constraint (14f) in problem (14) to get an SDR problem,
which is convex and can be solved by using existing standard
convex problem solvers such as CVX [16]. We than settle
the convex problem (15) with SROCR algorithm via CVX
solvers to obtain the beamforming matrices satisfying rank-one
constraint. Based on the above analysis, the proposed algorithm
is summarized in the Algorithm 2.

Algorithm 2 The Proposed Algorithm for problem (13)

Initialize: i = 0, convergence threshold ϶2,
Solve the problem(14) without (14f) and obtain W

(0)
u and

W
(0)
m , while m

(0)
u = 0

and m
(0)
m = 0.

Define the initial step size:

δ(0)e ∈

0, 1−
λmax

(
W

(0)
e

)
Tr
(
W

(0)
e

)
 , e ∈ (u,m) .

repeat
Given Wu

(i),mu
(i) and Wm

(i),mm
(i),

solve the problem (15)
if Problem (15) is solvable then

Obtain the optimal solutionW(i+1)
u andW(i+1)

m

for Problem(15); δe(i+1) ← δ(0), e ∈ (u,m) .
else

δe
(i+1) = δe

(i)/3, e ∈ (u,m) .

end if

m(i+1)
e ←min

1,
λmax

(
W

(i+1)
e

)
Tr
(
W

(i+1)
e

) +δ(i+1)
e

, e ∈ (u,m) ;

until me
(i−1) ≥ ϶2



B. Updating Φ given wu and wm

Next, we optimize the reflective beamforming Φ with the
fixed transmit beamformers (wu and wm), i.e.,

max
Φ

∣∣(ΦHI,n+h
H
B,n

)
wu

∣∣2−q (ζ∣∣(ΦHI,n+h
H
B,n

)
wm

∣∣2+σ2
n

)
(16)

s.t. (9a),(9c), (16a)

where HI,n=diag(hH
I,n)G, and HI,f =diag(hH

I,f )G. On this
basis, we have v = [ejθ1 , · · · , ejθN ]H denoting the reflective
phase shift vector at the IRS, and define the following variables

v = [v, 1]
H
, Z = diag

(
hH
I,f

)
, (17)

F =

[
ZHGRGHZ ZHGRhB,f

hH
B,fRGHZ hH

B,fRhB,f

]
, (18)

Rij=

[
HI,iWjH

H
I,i HI,iWjhB,i

hH
B,iWjH

H
I,i 0

]
,

(
i ∈ (n, f)

j ∈ (u,m)

)
. (19)

Then, using (17) and (18), the target illumination power at the
FU can be rewritten as

P (θ)=E
[∣∣hH

f x
∣∣2]=∣∣[GHZ, hB,f

]
x
∣∣2=vHFv. (20)

Thus, problem (16) is equivalent to

max
v

Tr(vHRnuv)+Anu−q(ζTr(vHRnmv)+Anm)+σ2
n)

(21)

s.t. Tr(vHRnmv)− γmTr(vHRnuv) + C ≥ 0, (21a)

Tr(vHRfmv)− γmTr(vHRfuv) + D ≥ 0, (21b)

vHFv ≥ Γ, (21c)

where (21a) and (21b) are derived from (9a), and (21c)
is the constraint of the worst target illumination power.
Let Anu = hH

B,nWuhB,n, Anm = hH
B,nWmhB,n,

C = hH
B,nWmhB,n − γm(hH

B,nWuhB,n) − γmσ2
n and

D = hHB,fWmhB,f−γm(hH
B,fWuhB,f )−γmσ2

f for the sake
of brevity. It is obvious that the optimization of Φ is replaced
by the optimization of v. Define V = v vH, which satisfies
V≻0 and rank(V)=1. Thus, problem (21) is reformulated as

max
V

Tr(RnuV)+Anu−q(ζ(Tr(RnmV)+Anm)+σ2
n) (22)

s.t. Tr(RnmV)− γmTr(RnuV) + C ≥ 0, (22a)
Tr(RfmV)− γmTr(RfuV) + D ≥ 0, (22b)
Tr (FV) ≥ Γ, (22c)
Vn,n = 1, ∀n ∈ {1, 2, ..., N + 1} ,V≻0, (22d)
rank(V) = 1. (22e)

Accordingly, problem (22) using SROCR algorithm can be
reformulated as

max
V

Tr(RnuV)+Anu−q(ζ(Tr(RnmV)+Anm)+σ2
n) (23)

s.t. uH
maxv

Vumaxv
≥ m(i)

v Tr (V) , (23a)
(22a)–(22d). (23b)
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Fig. 2: The iteration number of the proposed algorithm.

Note that we employ the eigenvalue decomposition to obtain
the solution v of problem (23), and then we can get the pre-
optimize variable v by taking the N × 1 elements of v. Until
now, problem (9) can be solved via repeating the following
two steps till convergence: (a) fix reflective beamforming and
update the transmit beamformers by solving (13), and (b)
update reflective beamforming by solving (16), where the
alternating optimization based algorithm for the optimization
problem (9) is completed. The iterations required for the
convergence of q∗ and the alternating algorithm are denoted
by ∆1 and ∆2, respectively. For SROCR algorithm solving
problem (15) and (23), the interior point method [16] is
adopted and its computation complexity are O(

√
I1 log(I1))

and O(
√
I2 log(I2)), where I1 and I2 denote the number of

the inequality constraints of problem (15) and (23), respec-
tively. Thus, the total computation complexity of the proposed
algorithm is O

(
∆1∆2

(√
I1 log(I1) +

√
I2 log(I2)

))
.

IV. SIMULATION RESULTS

In this section, numerical results are presented to validate the
performance of the proposed algorithm. In particular, Rician
fading is considers for the BS-IRS, IRS-users and BS-RU
links. The BS adopts a uniform linear array (ULA) with half-
wavelength spacing between adjacent antennas. The BS-NU is
assumed to adopting Rayleigh channel model and the path loss
is Ln=L0+30log10dn, while the BS-FU has the virtual line-of-
sight (LoS) related with the path loss of Lf =L0+20log10df .
In general, L0 is the path loss at the reference d=1, df and
dn are the distance between the BS and users. We set the
number of antennas at the BS and the IRS elements as K=14,
N = 20, respectively. In particular, the rank-one constrains
to 0.99, and the target illumination power, i.e., Γ = 10−2.
The other basis simulation parameters we set are as follows:
L0 = 40dB, df = 1000m, dn = 100m, Pmax = 10dBm, and
σ2 = −100dBm.

Fig. 2 illustrates the convergence behavior of our proposed
algorithm versus different multicast rate requirements. It can
be observed that the proposed algorithm always converges
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Fig. 3: The achievable rate versus Pmax for different Rm

under perfect SIC.
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Fig. 5: The achievable rate versus Pmax under imperfect
SIC.

within a few iterations, thus validating the effectiveness of the
proposed algorithm. Fig. 3 examines the impact of Pmax on
the achievable unicast rate by using different schemes with
perfect SIC. We can see that the unicast achievable rate of all
the schemes increases with the increase of the transmit power.
This is because that a stronger transmit signal strength for all
the users can be obtained with a higher transmit power. We can
also observe that a higher Rm leads to lower unicast rates with
a fixed transmit power. By comparing the simulation results in
Fig 3, we can conclude that the unicast rate obtained by the
proposed scheme achieves a better performance than that of
the benchmark scheme.

Fig. 4 shows the effect of Rm on the achievable rate. From
Fig. 4, the unicast rate of all the schemes increases upon
decreasing ζ because a bigger imperfect coefficient embodies
more residual interference in a imperfect SIC scenario, which
indicates that the interference of the NU is inevitably mag-
nified. We can also observe that the unicast rate achieved by
all the schemes decreases as Rm increases. This is because
a higher multicast rate requires more transmit power to be
allocated for all the users, thus degrading the unicast rate
achieved. Different from the case with perfect SIC, the unicast
rate achieved by all the schemes remains almost unchanged in
the imperfect SIC scenario. The reason is that the multicast
signal may not be perfectly removed at the NU by employing
of imperfect SIC.

Fig. 5 presents the achievable rate versus Pmax with imper-
fect SIC. As is emerged from Fig. 5, the unicast rate of all the
schemes decreases upon increasing ζ. We can also observe that
the unicast rate achieved by all the schemes remains unchanged
with increasing Pmax. Similar to the analysis for Fig. 4, the
transmit signal strength is enhanced as the transmit power
increases, while the interference power of the NU increases
as well. In this circumstance, IRS embodies little assistance.
The above results also confirm that the performance of IRS-
assisted NOMA does not ideally outperform performance of
NOMA without IRS.

V. CONCLUSIONS

In this work, we considered IRS in a NOMA-ISMUC net-
work with perfect/imperfect SIC. We formulated an optimiza-
tion problem to maximize the unicast rate by jointly optimizing
the transmit beamforming at the BS and the reflective beam-
forming at the IRS, while ensuring a given target illumination
power. Using the techniques of Dinkelbach method, SROCR
and alternating optimization, we proposed an efficient iterative
algorithm to solve the formulated problem. The numerical
results verify the fast convergence of the proposed algorithm.
The results also show that the proposed scheme outperforms
the benchmark scheme with perfect SIC, but the unicast rates
achieved by all the schemes are almost the same with imperfect
SIC.
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