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Abstract 
In the natural environment, the received speech signal is often interfered by noise, which reduces the performance 
of speech emotion recognition (SER) system. To this end, a noisy SER method based on joint constraints, 
including enhancement constraint and arousal-valence classification constraint (EC-AVCC), is proposed. This 
method extracts multi-domain statistical feature (MDSF) to input the SER model based on joint EC-AVCC using 
convolution neural network and long short-term memory-attention (CNN-ALSTM). The model is jointly 
constrained by speech enhancement (SE) and arousal-valence classification (AVC) to get robust features suitable 
for SER in noisy environment. Besides, in the auxiliary SE task, a joint loss function simultaneously constrains 
the error of ideal ratio mask and the error of the corresponding MDSF to obtain more robust features. The 
proposed method does not need to carry out noise reduction preprocessing. Under the joint constraints, it can 
obtain robust and discriminative deep emotion features, which can improve the emotion recognition performance 
in noisy environment. The experimental results on the CASIA and EMO-DB datasets show that compared with the 
baseline, the proposed method improves the accuracy of SER in white noise and babble noise by 4.7%-9.9%. 
 

Keywords: speech emotion recognition, Convolution neural network, Long short-term memory-attention, 
Multi-domain statistical feature, Enhancement and classification constraints

1 Introduction 

Human emotions can be recognized by different kinds 
of information sources, such as facial expressions, 
words, brain signals, and speech [1]. Among the 
above-mentioned sources, speech is the easiest to 
obtain. Speech signals can not only effectively convey 
semantic information, but also timely convey human 
emotional information, reflecting the potential 
emotional state of the speaker. Speech emotion 
recognition (SER) plays a very important role in 
human-computer intelligent interaction scenarios [2–
4]. Most SER researches mainly focus on acoustic 
features, system models and classifiers in ideal 
environment. In [5], we constructed a decision tree 
structure and used different DNNs to extract 
bottleneck features, the experiment results show that 
the SER of the proposed method is 6.25% and 2.91% 
higher than that of the traditional SVM and 
DNN-SVM classification methods, respectively. Zhou 
et al. [6] proposed a novel multi-classifier interactive 
learning method, which improved the classifier’s 
performance on the benchmark corporas. In recent 
years, many researchers have applied deep learning to 
SER. Yi et al. [7] proposed an adversarial data 
augmentation network, and the resulting emotion 
classifiers are competitive with state-of-the-art SER 
systems. Mustaqeem et al. [8] proposed a novel SE 
framework using redial based function network 
(RBFN) similarity measurement to select a key 
sequence segment. The robustness and effectiveness of 
the suggested SER model are proved from the 
experiments. Fan et al. [9] proposed an individual 
standardization SER network to alleviate the 

interindividual emotion confusion problem. The above 
researchers use discrete emotion types as the final 
recognition results. However, discrete emotion types 
cannot comprehensively represent daily human 
emotions. Many researchers also use the 
two-dimensional arousal-valence model to classify the 
emotional results. Abdelwahab et al. [10] used 
unsupervised domain adaptation on arousal and 
valence prediction, and the accuracy was improved by 
6.6% compared with no adaptation. Perez-Toroet al. 
[11] focused on modeling users’ health states based on 
the arousal-valence plane in different scenes, and their 
experiments verified the effectiveness of the 
arousal-valence plane. Zhu et al. [12] proposed a deep 
recursive architecture for arousal-valence affective 
states, and experimental results showed that the 
proposed architecture is competitive enough for the 
recognition task. Dahmane et al. [13] proposed a stress 
level estimation method to confirm that people’s 
emotional states are located in a projection area in a 
space defined by two dimensions of arousal and 
valence, and conducted experiments on a one-minute 
progressive emotional challenge dataset. Barros et al. 
[14] proposed an unsupervised neural framework, and 
the experimental results showed that this method can 
improve the performance of arousal and valence 
recognition. Millan-Castillo et al. [15] applied some 
procedures and ranking schemes for selecting the 
number of variables in the arousal and valence models, 
and the experimental results showed that the proposed 
method is very competitive. These studies are aimed at  
SER performance in the ideal environment. However, 
the signal received by system often mixed with noise, 
which will lead to a significant reduction in SER 
performance in the natural environment. 
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Fig.1 Block diagram of the proposed SER

Taking appropriate methods to reduce the impact of 
noise will help improve SER accuracy in noisy 
environments. Firstly, the accuracy of noisy SER can 
be improved by using robust features. Mansour and 
Lachiri [16] proposed MFCC-shifted-delta-cepstral 
(SDC) coefficient features. In [17], Mansour et al. 
showed MFCC-SDC features are more robust than 
traditional features. Satt et al. [18] proposed the 
modified spectrogram for CNN-LSTM in noisy 
environment. Jing et al. [19] proposed the graph total 
variation regularization (GTVR) method in noisy 
environment. Huang et al. [20-21] proposed and 
adopted the weighted wavelet packet cepstral 
coefficient (W-WPCC) feature in white Gaussian 
noise environment. In addition, the selection of a 
suitable system model is also a key factor in reducing 
the impact of noise on SER. Zhang et al. [22] 
proposed an SER method based on binaural 
representation and deep convolution neural network. 
Atila et al. [23] proposed a 3DCNN-LSTM emotion 
recognition model based on attention guidance. In [24], 
Xu et al. proposed a multi-head attention mechanism 
fusion method in noisy environment. Finally, the 
preprocessing of noisy speech can effectively improve 
the SER performance of the system. Akhtar et al. [25] 
proposed a modulation spectral feature pool scheme 
that takes speech enhancement (SE) as the 
preprocessing of SER. Nam et al. [26] proposed 
acascade denoising DnCNN-CNN structure based on 
residual learning. The above approaches either use 
speech enhancement as a preprocessing operation to 
get the noise-reduced speech signal, or simply ignore 
the speech enhancement step. 

In this paper, to directly obtain robust and 
discriminative deep features for emotion classification, 
a noisy SER method based on joint constraints, 
including enhancement constraint and arousal-valence 
classification constraint (EC-AVCC) using convolut- 
ion neural network and long short-term 
memory-attention (CNN-ALSTM) in noisy 
environment is proposed. This method does not need 
to reconstruct speech in the test phase, which avoids 
the preprocessing step of speech enhancement and is 
more convenient and effective. The contribution of the 
proposed method lies in the following points: 
(1) Based on the complementarity between different 
features, we extract multi-domain statistical features 
(MDSF). The feature set is a blend of features that 

contribute more to emotion classification and features 
that contribute more to SE. The robustness of the 
features is better than that of the traditional emotion 
classification feature (TECF) set. 
(2) We present a noisy SER model based on joint 
EC-AVCC using CNN-ALSTM. There is no need to 
denoise the noisy speech, the auxiliary SE task can 
reduce the impact of noise on the deep features, and 
the auxiliary AVC task can increase the emotional 
contribution of deep features. The system can extract 
multiple depth features with robustness and high 
correlation with emotion classification tags. 
(3) The ideal ratio mask (IRM) [27] and MDSF 
mapping are used to jointly constrain SE subtask in 
the system model. It not only minimizes the difference 
between the MDSF estimated by the network and the 
MDSF of clean speech, but also minimizes the 
difference between the mask estimated by the MDSF 
and the real mask of speech. 

2 Proposed SER method 

The proposed SER system block diagram based on 
joint EC-AVCC using CNN-ALSTM is shown in Fig.1. 
As shown in Fig.1, the noisy speech signal is firstly 
preprocessed and MDSF is extracted, and then the 
deep features are extracted by CNN-ALSTM under 
the joint constraint of SE and AVC. Finally, they are 
input to the softmax function to get the emotion 
judgment result. 
2.1 MDSF 
To obtain robust features, speech feature sets with 
high contributions to emotional classification are 
extracted. They are from MFCC, MFCC first-order 
difference, zero crossing rate, energy and pitch 
frequency feature sets, namely TECF. On the other 
hand, to obtain more useful features for SE, the 
amplitude spectrum feature (ASF) is also extracted. 
Then they are spliced and fused into multi-domain 
feature sets. In a noisy environment, due to the 
interference of noise, the emotional contribution of the 
TECF set decreases a lot, while the ASF is robust to 
noise. In addition, the ASF also can represent the 
global information of speech signals, which can enrich 
the features of classification models. TECF and ASF 
are fused into a multi-domain feature set. The acoustic 
features of each sentence are extracted, and then the 
global feature of these features, namely MDSF, is 



calculated by the five global statistics including mean, 
median, variance, minimum and maximum. The 
global features are better than the local features in 
emotional classification accuracy. 
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Fig.2 Joint EC-AVCC CNN-ALSTM model structure 

2.2 Proposed Network model 
2.2.1 Model structure 

The proposed SER method based on joint EC-AVCC 
using CNN-ALSTM does not need to carry out noise 
reduction preprocessing on noisy speech. It directly 
inputs its MDSF to the system model. The proposed 
joint EC-AVCC CNN-ALSTM model structure is 
shown in Fig. 2. In the model, SER is the main task, 
and SE and AVC are subtasks. The input feature of the 
system is MDSF obtained by multiple acoustic 
features fusion and feature screening. The public 
network of primary and secondary tasks is a CNN 
structure with three convolution layers and three 
maximum pooling layers. In the primary and AVC 
auxiliary tasks, the public CNN is followed by a 
two-layer LSTM network and a self-attention model. 
The attention module is used to determine the 
emotional contribution of different utterance-level 
features based on the query vector, to improve the 
emotion recognition accuracy of the system. It assigns 
higher weights to the utterance-level features 
containing more emotional information, and reduces 
the impact of utterance-level features containing less 
emotional information. The attention output sequence 

iF (i ∈ [1, T]) are obtained by: 
 itit qhqhG =),(  (1) 
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where t ∈ [1, T], th represents the output sequence of 
LSTM, iq represents the query sequence, ),( it qhG is the 
scoring function of the attention mechanism, and T 
represents the length of the utterance-level feature.  

In the SER main task and the AVC auxiliary task, 
the flatten layer connects CNN-ALSTM and DNN. In 
SE auxiliary task, the flatten layer connects the public 

CNN and DNN. For primary and secondary tasks, 
three DNNs are designed as the full connection layer 
of the system model network. The SER main task and 
the AVC auxiliary task of the system adopt a five-layer 
DNN structure. The activation function of the output 
layer is softmax to achieve the classification tasks. 
The SE subtask also adopts a five-layer DNN structure. 
The activation function of the output layer selects 
sigmoid to achieve the purpose of the regression task. 
In this way, the joint EC-AVCC CNN-ALSTM model 
is built. 
2.2.2 Loss function 

The loss function plays an important role in the joint 
EC-AVCC CNN-ALSTM model, which mainly 
restricts the training of the whole model. The main 
task for emotion recognition selects the 
multiclassification cross entropy as the loss function, 
and its specific expression is: 
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where M represents the number of samples, N 
represents the number of emotional categories, and

)( ijxp represents the prediction probability that the 
observed sample i belongs to the category j. When 
sample i does not belong to the category j, )( ijxq is 
equal to 0. When sample i belongs to the category j,

)( ijxq is equal to 1.  

The AVC auxiliary task also uses the 
multiclassification cross entropy as the loss function, 
and its specific expression is: 
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where Q represents the number of arousal-valence 
categories, namely low arousal-low valence, low 
arousal-high valence, high arousal-low valence and 
high arousal-high valence. )( ikxp represents the 
prediction probability that the observed sample i 
belong to the category k. When sample i does not 
belong to the category k, )( ikxq is equal to 0. When i 
belongs to the category m, )( ikxq is equal to 1. 

Since the SE task is a linear regression deep 
learning prediction process, the mean square error is 
generally used as its loss function with the following 
specific expression (feature mapping(FM)): 
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where mY is the true value of the MDSF vector of the 
pure speech signal, and mŶ is its predicted value which 
is output by the SE network model. Under the 
constraint, the training process for the SE task is the



 

Table 1 SER algorithm flow based on joint EC-AVCC using CNN-ALSTM 

Training phase 

Input: The noisy mixed speech training set, clean MDSF , emotional labels and arouse-valence labels. 
Output: The trained joint EC-AVCC CNN-ALSTM model. 
Step 1: Preprocessing operations are performed on noisy and clean speech signals respectively. And then 

TECF sets are extracted. ASF commonly used in speech enhancement are extracted. The ASF and TECF 

set are fused to generate multi-domain features. Calculate the statistical features of multi-domain features 

to obtain the MDSF of noisy and clean speech. 
Step 2: The MDSF of noisy speech is used as the input of joint EC-AVCC CNN-ALSTM. The emotional 
labels, arouse-valence labels and the MDSF of clean speech are used to calculate the loss function of the 

output layer of the system model. 
Step 3: In the forward propagation stage, the weight value and offset value of each layer of neurons in the 

network are initialized randomly. In the back-propagation stage, the loss function value of the joint constraints 

of primary and auxiliary tasks are minimized by optimizing the function, and various network parameters are 

iteratively adjusted, including the weight value and offset value of each layer of neurons. 
Step 4: Save the network parameters when the iteration termination condition is reached. The training of the 

joint EC-AVCC CNN-ALSTM model is completed. 
 

Testing phase 

Input: The noisy mixed speech test set and the trained system model. 
Output: Emotion category. 

mapping process of the MDSF from noisy speech to 
clean speech.  

To improve the denoising performance of auxiliary 
SE subtasks and strengthen the noise robustness of 
deep features, it is necessary to mine the relationship 
between IRM and MDSF as much as possible. In SE, 
the loss function usually considers the minimum 
difference between the estimated mask and the actual 
mask. Therefore, the error of IRM and the error of the 
MDSF is constrained jointly in the paper. The joint 
constraint relationship is taken as the loss function of 
the subtask of our model, which not only minimizes 
the error between the MDSF estimated by the network 
and that extracted from the clean speech, but also 
minimizes the error between the estimated mask and 
the real mask of speech. The loss function of the joint 
constraint in the subtask can be defined as (FM+IRM): 
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where mR is the actual mask value and mZ is the noisy 
MDSF. Equation (7) makes full use of the relationship 
between MSDF and IRM, which increases the 
constraints, improves the denoising ability of the 
model, and further reduces the interference of noise on 
the deep features extracted by the public network. 
 Combining equation (4), equation (5) and equation 
(7), the loss function in the joint EC-AVCC 
CNN-ALSTM system model is as follows: 
 AVCSESER LLLL )1(  −−++=  (8) 
where is the weight of the main task for emotion 
recognition,  is the weight of the SE auxiliary task, 
and their value will be determined according to the 
enumeration method. The proposed joint constraint 
loss function can constrain emotion classification, SE 
and AVC at the same time. The mixed speech signal is 
constrained by the SE module and the AVC module, so 
that the noise robustness of the deep features related to 

emotion information is improved and the emotional 
contribution of deep features is also increased. 
2.3 Proposed SER algorithm 

The proposed SER framework based on joint 
EC-AVCC using CNN-ALSTM includes training 
stage and testing stage in Fig. 1. In the training stage, 
the main task for emotion classification aims at 
emotion category labels, the subtask for SE aims at the 
MDSF of clean speech and the real IRM, and the 
subtask for AVC aims at arousal-valence category 
labels. When the MDSF set of noisy speech is input 
into the CNN-ALSTM with joint constraints, the main 
task network for emotion classification and the 
subtask networks for SE and AVC are jointly trained. 
The weights and offsets of each layer of neurons are 
randomly initialized. After unsupervised forward 
training, the parameters are fine-tuned by 
back-propagation under the supervision of the loss 
function. The loss function value decreases during the 
optimization search. Thus, various network parameters, 
including the weights and biases of each layer of 
neurons, are iteratively adjusted. When the joint loss 
function value reaches the minimum, the loss function 
converges. The training of the CNN-ALSTM system 
model is completed, and the network parameters are 
stored. In the test phase, the MDSF of noisy speech 
signals in the test set is extracted, and then input to the 
trained CNN-ALSTM system model to extract the 
deep features. The diversified depth features extracted 
by the front-end network CNN not only contain 
information highly related to emotion tags and more 
differential and discriminative deep features, but also 
are robust to environmental noise. Such features are 
used in emotion recognition for the main task of our 
model, which can effectively improve the performance 
of SER in noisy environment. Finally, the prediction 
result of emotion recognition through the classifier is 
got. The SER algorithm flow based on joint EC-AVCC 
using CNN-ALSTM is shown in Table 1. 



 

3 Experiment 
3.1 Experiment preparation 

CASIA speech emotion database and EMO-DB speech 
emotion database are selected for the experiment. The 
CASIA chinese database contains six emotions, 
namely, sad, surprised, happy, fear, angry and neutral, 
with 200 speech items for each emotion, and a total of 
1200 speech items. EMO-DB germany database 
contains seven emotions, namely, happy, fear, neutral, 
sad, angry, bored and disgusted, with a total of 535 
speech items. In the experiment, the ratio of training 
samples to test samples is 4:1, and the training 
samples are further divided into training and 
validation sets according to the ratio of 4:1. A five-fold 
cross-validation speaker-dependent method is used in 
the experiments to obtain more accurate recognition 
results against the corpus. The sampling rate of each 
speech is 16KHz. The window function uses a 
Hamming window with a window length of 512 and a 
frame shift of 1/4. For CNN, the number of neurons in 
the convolution layer is set to 256, and the step size is 
1. The size of the maximum pooling layer is set to 3*1, 
and the step size is 3. For LSTM, the number of 
neurons in both the input layer and the output layer is 
set to 512. For DNN, the number of neurons in both 
the input layer and the hidden layer is set to 1024, and 
the number of neurons in the output layer is consistent 
with the number of emotional categories classified. In 
the experiment, the value of the weight of the main 
task of the total loss function in the system model will 
be determined according to the enumeration method. 
By many different signal-to-noise ratio (SNR) 
experiments, the value of α is set to 0.7 and the value 
of β is set to 0.2. 

 
Fig.3 Performance of proposed methods (CASIA+white ) 
3.2 Ablation experiment comparison 
(1) Different features: The MDSF (ours1) and 
traditional emotion classification statistical feature 
(TECSF) are used as the input of CNN to carry out the 
emotional classification comparison experiment. The 
TECSF is a 255-dimensional feature vector, and 
MDSF is 1540-dimensional feature vector. The other 
settings of the two systems are the same. As can be 

seen in Fig. 3 to Fig. 6, the performance of SER using 
MDSF is better than that of the TECSF for both white   

 

Fig.4 Performance of proposed methods (CASIA+babble) 

 

Fig.5 Performance of proposed methods (EMO-DB+white) 

 
Fig.6 Performance of proposed methods (EMO-DB+babble) 
noise and babble noise. This is mainly because the 
MDSF is dominated by features that contribute more 
to emotion recognition and complemented by features 
that contribute more to SE, taking into account the 
characteristics of two different types of tasks for noisy 
environments. This makes the robustness of MDSF 
better than TECSF, and when the noise interference is 
greater, the emotional recognition performance of the 
model using MDSF improves more. 
(2) Multi-task and single-task: We compare the 
recognition accuracy of the proposed MDSF+EC 
(ours2) method with the MDSF method. The two 
network models both use MDSF as the input of CNN. 



The main difference is that ours2 includes SE 
auxiliary subtasks, while MDSF is a single task 
structure. It can be seen from Fig. 3 to Fig. 6 that the 
performance of the proposed ours2 is better than 
MDSF. The purpose of the SE auxiliary task is to 
allow the mapping of noisy speech features to pure 
speech features. When each parameter of the system 
model is determined, the deep features extracted by 
the public network CNN will be less affected by the 
environmental noise, thus improving recognition 
performance. In addition, it can be seen that when the 
SNR is lower, the improvement of the emotional 
recognition rate is higher. This is because the greater 
the noise, the greater the constraint of SE subtasks on 
the public network CNN. 
(3) Subtask loss functions: We compare the 
recognition accuracy of the proposed ours2 with 
MDSF+EC(FM+IRM) (ours3) method. Both methods 
use MDSF as the input of the jointly constrained 
CNN-DNN network model, and the difference mainly 
lies in the loss function of subtasks. As can be seen in 
Fig. 3 to Fig. 6, the performance of ours3 is better than 
that of ours2. A joint constraint on the error of IRM 
and the one of MDSF is applied and this constraint 
relation is used as the loss function for the system 
model auxiliary task. It not only minimizes the 
difference between the MDSF estimated by the 
network and the MDSF of clean speech, but also 
minimizes the difference between the IRM estimated 
by the MDSF and the true IRM of speech. The joint 
FM+IRM constrained loss function is able to explore 
the relationship between IRM and MDSF as much as 
possible, further making the input noisy speech 
features mapped to real noiseless speech features, thus 
improving recognition performance. When the SNR is 
lower, the improvement of emotional recognition 
accuracy using FM+IRM is higher than that using FM. 
While in the case of higher SNR, the improvement of 
the emotional recognition rate is smaller. This is 
because the greater the interference of noise on pure 
speech, the more the joint loss function as well as the 
SE subtask can play its role.  

(4) Different auxiliary tasks: We compare the 
recognition accuracy of the proposed 
MDSF+EC-AVCC(FM+IRM) (ours4) method with 
ours3 method. The two network models both use 
MDSF as the input of CNN and FM+IRM as the loss 
function of the SE subtask. The main difference is that 
ours4 includes SE auxiliary subtask and AVC auxiliary 
subtask, while ours3 includes SE auxiliary subtask. As 
can be seen in Fig. 3 to Fig. 6, the performance of 
ours4 is better than that of ours3. In conclusion, the 
multiple auxiliary subtasks are effective in improving 
the performance of the model. This is because they not 
only improve the robustness of the deep features 
extracted by the public network through the speech 
enhancement auxiliary task and reduce the influence 
of deep features by noise, but also in the shared 
network layer of the network model, the 
arousal-valence classification auxiliary task can 

further provide valid emotional information for the 
emotion classification task. In the experimental results, 
the improvement of SER accuracy under the 
interference of different SNRs is similar, which is 
because the arousal-valence classification subtask 
improves the emotion classification performance of 
the system mainly from the perspective of increasing 
the emotion information and enhancing the emotional 
contribution of deep features, which is different from 
the perspective of the SE auxiliary task to constrain 
the noise and reduce its influence on deep features. 
(5) CNN-ALSTM and CNN-DNN: We compare the 
recognition accuracy of the proposed 
MDSF+EC-AVCC+ALSTM (FM+IRM) (ours5) 
method with ours4 method. The two network models 
both use MDSF as the input of the model and 
FM+IRM as the loss function of the SE subtask. They 
also contain SE subtask and AVC subtask. The main 
difference is that ours5 includes CNN-ALSTM, while 
ours4 includes CNN-DNN. As can be seen in Fig. 3 to 
Fig. 6, the performance of ours5 is better than that of 
ours4. In short, in the shared network layer of the 
network model, the LSTM module can extract deep 
features containing more temporal information, and 
the Attention module task can multiply each 
utterance-level feature by a weight to get deep features 
with higher emotional contribution. This allows the 
ALSTM module to further provide effective emotional 
information for the emotion classification task, which 
enables the CNN-ALSTM network to effectively 
improve the performance of the model. Similar to the 
results in the previous subsection, the improvement of 
SER accuracy is basically the same under the 
interference of different SNRs in this section. Again, 
this is because the ALSTM module improves the 
emotion classification performance of the system 
mainly from the perspective of increasing the 
emotional information and enhancing the emotional 
contribution of deep features, which is different from 
the perspective of constraining the noise and reducing 
its influence on deep features mentioned in the 
previous section. 

Table 2 SER ablation experiments (%) (CASIA+white) 

Method 
SNR(dB) 

-5 0 5 10 15 

CNN(baseline) 53.5 56.7 59.4 61.9 63.2 

Ours1 56.7 59.8 62.4 64.5 65.6 

Ours2 59.3 62.2 64.8 66.5 67.5 

Ours3 61.1 63.5 65.8 67.1 67.9 

Ours4 62.1 64.6 66.9 68.3 69.1 

Ours5 62.5 65.2 67.5 68.9 69.6 

3.3 Performance comparison 
Table 2 to Table 5 show the performance comparison 
of ablation experiments. It can be seen that compared 
with the CNN baseline method, the SER accuracy of 
the proposed method has been effectively improved in 
noisy environment. In addition, Table 6 to Table 9 



show the performance comparison of the proposed 
method with other methods under the environment of 
white noise and babble noise respectively. Literature 
[28] adopts the decision tree and improved support 
vector machine (SVM) model. Literature [29] adopts 
CNN with attention head fusion. Literature [30] adopts 
CNN with area attention. Compared with Literature 
[28], [29] and [30], the effect of the proposed method 
is better in noisy environments with lower SNRs. This 
is because the joint enhancement constraint is more 
effective at lower SNRs. Another advantage of the 
proposed method is that there is no need to denoise 
and reconstruct clean speech in advance, which is of 
great significance in practical application. 

Table 3 SER ablation experiments (%) (CASIA+babble) 

Method 
SNR(dB) 

-5 0 5 10 15 

CNN(baseline) 56.4 59.7 62.8 64.7 66.6 

Ours1 59.3 62.2 64.6 66.4 67.8 

Ours2 61.5 64.2 66.4 67.9 68.8 

Ours3 62.6 65.1 67.1 68.3 69 

Ours4 64.2 66.5 68.6 69.8 70.5 

Ours5 64.8 67.3 69.2 70.5 71.3 

Table 4 SER ablation experiments (%) (EMO-DB+white) 

Method 
SNR(dB) 

-5 0 5 10 15 

CNN(baseline) 51.2 54.6 57.5 59.8 61.2 

Ours1 54.4 57.6 60.4 62.4 63.6 

Ours2 57 59.9 62.5 64.4 65.5 

Ours3 58.8 61.4 63.7 65.3 66.1 

Ours4 60.4 62.9 65.4 66.9 67.6 

Ours5 61.1 63.5 65.9 67.7 68.3 

Table 5 SER ablation experiments (%) (EMO-DB+babble) 

Method 
SNR(dB) 

-5 0 5 10 15 

CNN(baseline) 54.7 57.8 60.5 62.5 64.1 

Ours1 57.9 60.8 63.2 64.5 65.7 

Ours2 60.4 63 64.9 66.1 66.9 

Ours3 61.7 64.1 65.6 66.5 67.2 

Ours4 63.5 65.9 67.3 68.2 69.0 

Ours5 64.5 66.7 68.2 69.2 69.8 

4 Conclusion 

A noisy SER method based on joint EC-AVCC using 
CNN-ALSTM in noisy environment is proposed. The 
CNN-ALSTM SER model is jointly constrained by 
the subtask for SE and the subtask for AVC to get 
features suitable for SER in noisy environment. In the 
auxiliary SE task, a joint constraint loss function is 
used, which can simultaneously constrain the error 
between the predicted value and the real value masked 
by the ideal IRM and the error of the corresponding 

MDSF, so as to obtain more robust features. In the 
auxiliary AVC task, the different arousal-valence 
emotion categories provide additional emotional 
information for the main task of emotion 
categorization, allowing the public network in the 
multi-task system model to extract deep features that 
are more differentiated and discriminative, thus 
improving the system’s SER accuracy. CNN-ALSTM 
can extract deep features containing more temporal 
information, multiply a weight to each utterance-level 
feature, and thus filter out the deep features with the 
higher emotional contribution. Experimental results 
show that the proposed method can effectively 
improve the SER accuracy compared with the baseline 
method. 

Table 6 SER performance comparison (%) (CASIA+ white) 

Method 
SNR(dB) 

-10 -5 0 

Document[28] - - 47.53 

Document[29] 53.2 58.9 63.8 

Document[30] 56.3 61.7 66.6 

Ours 59.1 62.5 65.2 

Table 7 SER performance comparison (%) (CASIA+babble) 

Method 
SNR(dB) 

-10 -5 0 

Document[29] 57.1 62.1 66.4 

Document[30] 58.9 64.5 69.4 

Ours 61.7 64.8 67.3 

Table 8 SER performance comparison (%) (EMO-DB+white) 

Method 
SNR(dB) 

-10 -5 0 

Document[29] 52.3 57.6 61.9 

Document[30] 54.2 59.8 64.8 

Ours 58.3 61.1 63.5 

Table 9 SER performance comparison (%) (EMO-DB+babble) 

Method 
SNR(dB) 

-10 -5 0 

Document[29] 56.7 61.5 65.4 

Document[30] 58.2 63.4 68.3 

Ours 61.5 64.5 66.7 
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