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Abstract. In recent years, several strategies for DNA based molecular computing have
been investigated. An important area of research is the detection and analysis of output

molecules. We demonstrate how DNA computing can be extended with in vivo trans-
lation of the output. In the resulting proteins, the information per kilogram is about
15-fold higher than in the original DNA output. The proteins are therefore of corre-

spondingly smaller mass, which facilitates their subsequent detection using highly
sensitive mass spectrometry methods. We have tested this approach on an instance of
the Minimal Dominating Set problem. The DNA used in the computation was con-
structed as an open reading frame in a plasmid, under the control of a strong inducible

promoter. Sequential application of restriction endonucleases yielded a library of
potential solutions to the problem instance. The mixture of plasmids was then used for
expression of a protein representation. Using MALDI-TOF mass spectrometry, a

protein corresponding to the correct solution could be detected. The results indicate the
feasibility of the extension of DNA computing to include protein technology. Our
strategy opens up new possibilities for both scaling of DNA computations and imple-

mentations that employ output of functional molecules or phenotypes.
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1. Introduction

Molecular computers based on DNA were originally proposed as an
alternative or supplement to electronic computers (Adleman, 1994;
Jonoska and Seeman, 2002; Hagiya and Ohuchi, 2003). Features such as
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the inherent logic of DNA hybridization andmassive parallelism are very
interesting from the computational point of view. DNA computers have
the potential to extend the range of solvability for computationally hard
problems (Paun et al., 1998; Jonoska and Seeman, 2002; Hagiya and
Ohuchi, 2003). A number of experiments solving small-scale instances of
well known computational problems have since been described (Ouyang
et al.,1997; Liu et al., 2000; Sakamoto et al., 2000; Mao et al., 2000;
Benenson et al., 2001; Braich et al., 2002). Today, DNA is also under
investigation as a component of special purpose computers (Normile,
2002) and as a storage medium for non-natural information (Cox, 2001).

An important problem in biomolecular computing is the generation
and analysis of output molecules. Here, we have exploited the natural
capacity of DNA to direct the synthesis of proteins, which can be used
as output molecules. An advantage of the use of proteins for molecular
computations is that much higher information densities are possible
than using nucleic acids: using translation, the information content of a
DNA triplet (approximately 2000 Da) is expressed in one 57–186 Da
amino acid. The small proteins can then be accurately analyzed using
modern proteomics technology, where the original DNA molecules
would be too bulky to examine by mass spectrometry.

A computation was conducted on a DNA sequence constituting an
open reading frame (ORF), which was placed under the control of a
strong promoter (Figure 1). This enables the in vivo transcription and
translation of the computational construct into a protein. Mass spec-
trometry then allows sensitive determination of both size and compo-
sition of the expressed library in parallel.

We have tested the principle of protein output on an instance of the
Minimum Dominating Set (MDS) problem, using plasmid DNA as
computing hardware (Head et al., 2000). In this approach, restriction
endonucleases are used to specifically remove ‘stations’ from a com-
puting plasmid (Figure 1). The absence or presence of these stations in
the plasmid, which is basically a computer memory, corresponds to a bit
set to either 0 or 1.

The computation starts with an aqueous solution of a single species
of plasmid. Because of the fluid medium and the high number of plas-
mids, it can be assumed that splitting the mixture in several distinct
volumes yields as many identical copies of the memory. These memories
are then modified by application of certain restriction endonucleases
and religation (removal of stations). This enzymatic ‘software’ acts on
millions of plasmids in parallel. After memory writing, the subsets are
mixed again. Iteration of this procedure results in a library containing

C.V. HENKEL ET AL.2



an exponential number of plasmids. DNA representing a solution to a
given computational problem can be identified by selection on certain
characteristics, for example length. Plasmid computing was successfully
used to solve a 6-bit instance of the NP-complete Maximal Clique
problem (Head et al., 2000) and can be adapted to a broad range of
algorithmic problems (Head et al., 2002).

2. Materials and methods

2.1. Computational plasmid

Plasmid pMP6110 is a length-minimized derivative of pOK12 (Vieira
and Messing, 1991; Head et al., 2002), containing an E. coli origin of

Figure 1. The computing region of computational plasmid pMP6110. Information is
present at different levels: a ‘station’ in the plasmid has a certain length on DNA level,
and the associated peptide has a certain weight. Sequences have been chosen such that

DNA length corresponds to protein weight. Additionally, the DNA sequences encode
known protein epitopes. For these, antibodies are commercially available, enabling an
alternative detection system. One of these peptide tags (HA) is used for purification of
the expressed protein library and is not used in the computation. Stations are named

after the enzymes that can excise them.
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replication and a kanamycin resistance marker. The computing ORF is
under the control of the strong inducible T7 promoter and a consensus
ribosome binding sequence (RBS). Stations in the ORF (Figure 1)
encode the following protein epitopes: HA, 6x His-tag and c-myc
(Roche Diagnostics); Flag (Sigma-Aldrich); S-tag (Novagen); TE
(thrombin and enterokinase cleavage sites); enod40 (Staehelin et al.,
2001). Synthetic oligonucleotides used in plasmid construction were
purchased from Isogen Bioscience (Maarssen, NL).

2.2. Library generation

An initial plasmid quantity of 40 ng was sequentially digested and reli-
gated as shown in Figure 2b. Enzymes were purchased from New Eng-
land Biolabs and handled according to the manufacturers
recommendations. After all enzymatic reactions, the reaction mixture
was purified using QIAquick PCR cleanup kits (Qiagen). Ligations were
carried out overnight at 16 �C in a 400 ll reaction volume. This com-
bination of fragment removal and large volume minimizes the likelihood
of religation of the excised station. After ligation, the plasmid mixture
was transformed intoE. coliXL1-blue cells for amplification and isolated
again using QIAprep plasmid miniprep kits (Qiagen). The resulting
library was analysed using polyacrylamide gel electrophoresis and bands
were visualized using SYBR Green (Molecular Probes, Leiden, NL).

2.3. Protein purification

Protein was purified from E. coli BL21(DE3) (Invitrogen) induced with
isopropyl-b-D-thiogalactopyranoside (IPTG). Cells were lysed in 8 M
urea, extract was dialysed against 10 mM Tris pH 8, 1 mM EDTA and
tagged proteins were purified using an anti-HA affinity column (Roche
Diagnostics). Purified protein was concentrated using Microcon YM-3
concentrators (Millipore). Gel electrophoresis and staining were per-
formed as described (Schagger and Von Jagow, 1987; Sambrook and
Russell, 2001).

2.4. Mass spectrometry

Protein samples were desalted using Centri Spin 10 gel filtration
columns (emp Biotech, Berlin). Spectra were recorded on a Bruker
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Figure 2. Problem instance and solution strategy. (a) Schematic representation of the

graph used. Vertices are named after the available ‘stations’ on plasmid pMP6110
(Figure 1). The graph can be defined as an undirected graph G ¼ (V, E), with V the set
of vertices and E the set of edges. Alternatively, the graph can be defined by a set of

neighbourhoods: a neighbourhood N(v) for vertex v is defined as the set N(v) ¼ {u in V:
either u ¼ v or [u, v] is in E}. The graph shown here is then given by N(b) ¼ {b, p},
N(e) ¼ {e, k, p, s}, N(n) ¼ {n, p}, N(k) ¼ {e, k}, N(p) ¼ {b, e, n, p}, N(s) ¼ {e, s}. A

subset of V is a dominating set precisely in the case that it contains at least one vertex
from every neighbourhood. (b) Generation of all possible solutions by digestion and
ligation. Only four steps are necessary, since neighbourhoods N(e) and N(p) are
redundant. For example, N(e) contains N(k) and N(s), and is therefore already

accommodated in step III or step IV. (c) The complete library generated by the pro-
cedure shown in Figure 2b.
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Reflex III mass spectrometer in linear mode, using 2,5-dihydroxyben-
zoic acid supplemented with fucose as a matrix. The identity of the
original pMP6110 protein product was confirmed by analysis of trypsin
and chymotrypsin digests on a Bruker Ultraflex (data not shown).

3. Results

3.1. Minimal dominating set

Given a graph with vertices (nodes) and edges (connections), the MDS
problem asks for the smallest possible vertex set from which all other
vertices can be reached by an edge. The graph used is shown in
Figure 2a.

The MDS problem is a representative of the large and important
class of NP-complete problems and is as such equivalent to all other
problems in this class (Garey and Johnson, 1979). Other instances of
NP-complete problems that have been used to test DNA computing
approaches include Directed Hamiltonian Path (Adleman, 1994),
Maximal Clique (Ouyang et al., 1997) and Satisfiability (Faulhammer
et al., 2000; Liu et al., 2000; Sakamoto et al., 2000; Braich et al., 2002)
problems. In particular, the 6 node MDS problem considered here is
related to a 6 variable, 6 clause Satisfiability problem.

The algorithm used to arrive at a dominating set exploits the fact that
any vertex must be either in the set or in the immediate (one edge)
vicinity of the set. The problem can then be restated in terms of the
neighbourhoods, N(v), for the vertices v of the graph. A dominating set
must contain at least one vertex from each N(v). For example, in
Figure 2a, neighbourhood N(p) contains b, n, e and p. A dominating set
meets the requirements imposed by all six neighbourhoods. Finding just
any dominating set is easy, as the original set of all six vertices already
contains at least one member of every neighbourhood. Finding the
minimal dominating set, however, requires an exhaustive search of all
possible dominating sets.

3.2. Experimental algorithm

The MDS instance described above can be solved experimentally in two
stages: first, generate candidate dominating sets; and second, select the
minimal dominating set. All potential solutions were generated from
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plasmid pMP6110 using a mix and split methodology (Head et al.,
2000), as illustrated in Figure 2b and c. The initial, complete plasmid
represents an empty subset. The absence of a station from the plasmid is
interpreted as the presence of the corresponding vertex in a subset. All
required neighbourhoods are accommodated sequentially. For any
neighbourhood, the mixture containing all plasmids is divided in as
many test tubes as there are vertices in the neighbourhood. In each of
those test tubes, the removal of one specific station is assured by
restriction digestion and religation.

After four steps, a library of 16 different plasmids is obtained
(Figure 3a). This mixture was transformed to a suitable E. coli host
strain for protein overexpression (Figure 3b). Protein gel electrophoresis
provides neither the resolution nor the sensitivity needed to positively
identify proteins. Therefore, the purified protein was analysed using
matrix-assisted laser desorption ionisation time-of-flight (MALDI-TOF)
mass spectrometry. The resulting spectrum is a representation of all
potential minimal dominating sets, with the heaviest protein corre-
sponding to the minimal dominating set (Figure 3c). The original protein
(product of plasmid pMP6110) has an average mass of 12054.14 Da. The
heaviest protein in the mixture is detected at a mass to charge ratio of
9292. This matches the product of the computational ORF missing
stations e and p, which has a predicted average molecular weight of
9291.08 Da. The ORF without these stations in turn corresponds to the
minimal dominating set {e, p}.

4. Discussion

The successful detection of the protein representation of the minimal
dominating set shows that mass spectrometry is an attractive read-out
strategy for DNA computing. The problem instance solved here is of
roughly the same size as molecular computations reported previously
(Adleman, 1994; Ouyang et al., 1997; Faulhammer et al., 2000; Liu
et al., 2000; Sakamoto et al., 2000). The method is potentially up scal-
able: MALDI-TOF mass spectrometry is capable of accurately detect-
ing protein mass ranges exceeding 50 kDa (Blank et al., 2002), which
would correspond to about 40 plasmid stations and a protein library of
1012 species (240). In large-scale approaches, further information on
protein identity can be obtained by application of tandem mass spec-
trometry techniques (Chalmers and Gaskell, 2000) or proteolytic
cleavage of the solutions. This approach is not limited to the plasmid
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computing method. If some encoding constraints are taken into
account, it is possible to translate answer molecules from any nucleic
acid based computation method.

Figure 3. Analysis of potential solutions. (a) 8% polyacrylamide gel with EcoRI/Hin-
dIII fragments of religated plasmid after every step (see Figure 2b). Lane mw: DNA size
marker; lane s: the isolated solution representing set {e, p}. (b) Silver stained 12 % SDS-

tricine-polyacrylamide gel with purified protein. Lane o: original protein (from plasmid
pMP6110); lane m: total protein representation; lane s: isolated solution {e, p}. (c)
MALDI-TOF mass spectrum of the total protein representation. The y axis shows the
number of detection events, the x axis the mass to charge ratio of the detected proteins.

Since the charge is predominantly +1, this ratio corresponds to molecular weight in
Daltons. A single protein species is detected as a mass distribution, because it contains
many different isotopes. The average molecular weight of a molecule is determined by

allocating the peak of such a spread. Here, the largest protein detected has a molecular
weight of 9292 Da.
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In conclusion, the novel output approach for DNA based computing
presented here introduces the use of translation. The ribosome is one of
the major information processing components of the cell, and is
therefore an interesting candidate as a component of artificial biomo-
lecular computers. So far, only one other design for a hybrid DNA/
protein computer has been presented (Sakakibara and Hohsaka, 2003).
The generation of protein phenotypes offers possibilities for the
implementation of evolutionary algorithms in DNA (Bäck et al., 2000;
Chen and Wood, 2000). Protein-based computing methods can also
employ the potential of the computational output to function as bio-
logically active molecules. For instance, our plasmid (Figure 1) encodes
the plant hormonal peptide enod40 (Staehelin et al., 2001). In this way,
the outcome of a computation could act as a biologically active protein,
which in turn switches on downstream computational or biological
processes.
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