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Abstract. There is a rapid emergence of tools, methods, and guidance
for the use of AI across all parts of the software development process,
from requirements gathering to code generation to testing and user feed-
back. However, AI raises many concerns regarding responsible use, and
there is a need to understand and develop principles for what responsible
software development entails in practice in an agile context, as well as
carefully evaluate the incorporation of AI tools and methods in software
engineering. We draw on experience from Bespot, Knowit, Schibsted, and
Spotify to identify challenges faced by companies pioneering the use of
AI in their software development efforts and start charting a roadmap
for responsible AI in software engineering.
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1 Introduction

The landscape of business is rapidly evolving with the integration of artificial
intelligence, particularly in the realm of software development. The rise of Gen-
erative AI (GenAI) has been remarkable, offering transformative capabilities
that enhance various segments of the development lifecycle–from requirements
management [4] to code generation [7] and security testing [6]. The primary
focus of these advancements has been to drive efficiency, automate routine tasks,
and increase productivity [15]. Nonetheless, there is an increasing imperative to
address the ethical dimensions of AI deployment. To date, however the litera-
ture on what constitutes responsibility within the software engineering field has
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largely been discussed in a separate body of literature to the literature on AI
tools in software engineering, and very few studies in either camp are built on
empirical data. This paper aims to bring the two communities together, shedding
light on which challenges software organizations face in terms of leveraging AI
responsibly and outlining a way forward in solving these. Given the recent and
rapid emergence of this area, we asked four key experts with extensive industry
experience in large-scale agile organizations to provide written statements about
challenges associated with responsible AI in their organizational context with
regard to software engineering. Our selection was based on software-intensive
companies impacted by and in the process of using AI in their engineering pro-
cesses.

2 Background

In looking into what responsibility means in software engineering by reviewing
the current understanding of ethical principles in the field, Ina Schieferdecker
[12] asserts that software trustworthiness today hinges more on acceptance than
technical quality, emphasizing that software and its features must be compre-
hensible and explainable. Software and its applications can only succeed if they
garner public trust, Schieferdecker notes, which is tied to users’ belief that prod-
ucts have been developed according to responsible principles.

Otherwise, literature on the topic in the software engineering field has largely
focused on literature reviews. One such study, a rapid review study focusing on
what responsible AI means in software engineering, was conducted by Barletta
et al. [1]. They investigated frameworks that provide principles, guidelines, and
tools designed to aid practitioners in the development and implementation of
responsible AI applications. In analyzing each framework in relation to the vari-
ous phases of the Software Development Life Cycle (SDLC), Barletta et al. found
that the majority of these frameworks are focused primarily on the Requirements
Elicitation phase, with minimal coverage of other phases. Barletta et al.’s find-
ings thus indicate the absence of a comprehensive “catch-all” framework that
effectively supports both technical and non-technical stakeholders in the exe-
cution of real-world projects. Similarly, Lu et al. [9] conducted a systematic
literature review on responsible AI for software engineering to summarize the
current state and identify critical research challenges. They present a research
road map on software engineering to operationalize responsible AI. Some of the
findings are proposed as tools, such as ethical risk assessments, or as product
features embedded within AI systems to mitigate ethical risks and enhance trust
in markets where it is currently lacking, for instance, an ethical black box.

In regard to the literature on responsible AI technologies, a multitude of
factors are prominent, covering both human, social, and organizational factors.
For instance, Mikalef et al. [11] point to 8 dimensions for responsible AI. However,
there are different approaches to achieving responsible AI, and one venue is the
concept of explainable AI [10], wherein efforts are being made to outline how
and at what level different stakeholders need and understand the outputs of AI.
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Another venue is that of domain expertise [14] where the argument for bridging
the experts of AI, with the experts of whatever domain the technology would
assist. Collaborating with the AI-systems developers, however, is not that easy
when you are purchasing off-the-shelf AI technology, e.g., Copilot or ChatGPT
for software engineers, to assist in their programming tasks (see [13]).

3 Approach

As AI in software engineering is a novel phenomenon, and there are studies and
research on the topic, we argue that utilizing a Delphi-type approach is appropri-
ate [8]. The Delphi method can be used both quantitatively and qualitatively. We
sourced four experts from different software organizations to elicit their take on
responsible AI and how it affects their organization. To guide our inquiry, we uti-
lize the eight dimensions proposed by Mikalef et al. [11]: Fairness, Transparency,
Accountability, Robustness and safety, Data governance, Laws and regulations,
Human oversight and Societal and environmental well-being. After eliciting the
information, we analyzed the challenges the different organizations experienced
in terms of grappling with responsible AI.

All four industry examples adhere to the key principles of Agile, which include
incrementally developing the software in iterative cycles, implementing regular
ceremonies to review and refine both the product and development methods, col-
laboratively responding to changes, and consistently engaging with users. Addi-
tionally, the software teams within these organizations are organized in a manner
typical of agile teams.

4 Industry Perspectives on Responsible AI in Software
Engineering

4.1 Bespot - Recruiting Skilled Expertise

In recent years, a significant challenge we’ve encountered is related to the hiring
process for software developers and AI experts. Traditionally, companies have
relied on assessing candidates’ experience by reviewing their profiles on web-
based platforms like GitHub and StackOverflow. This approach allowed us to
initially assess their coding abilities, problem-solving skills, and overall expertise.
However, with the rise of GenAI we have begun to question the efficacy of using
developers’ profiles on such platforms as part of our talent screening process.

One issue we identified is the potential for inaccuracies in candidates’ profiles,
which may not truly reflect their coding skills or contributions to the community.
Some discrepancies are apparent upon closer scrutiny of platform data, such as
sudden improvements in ratings, reputation, or badges. Still, efforts from the
companies’ side are required to detect such profiles. Also, it is difficult to figure
out whether something is GenAI written in other cases. This situation seems to
result in inequalities in evaluating and hiring talents.
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While web-based platforms like GitHub and StackOverflow remain valuable
resources for assessing candidates, of course software development companies do
not only use these. There might also be internal coding tests/challenges, etc., as
part of the hiring process. Still, even in such cases, GenAI was detected to be
used profoundly or not, affecting hiring once again. This increasing prevalence of
GenAI has prompted internal debates among companies regarding its responsible
use in hiring practices.

On the one hand, some state that using GenAI to generate code is acceptable,
and achieving an optimal equilibrium between automated processes and human
intuition is essential in coding. This is reinforced by trends in certificates such
as prompt engineering for GenAI. However, detractors caution against relying
on AI as a collaborator, citing concerns about perpetuating inequalities and
potential risks to the company’s integrity. The latter can happen since we are
not certain about where the data are stored, who has access, etc.

For example, our company, Bespot, develops location fraud detection and
validation software solutions. The company has developed an AI solution uti-
lizing tracking technologies (e.g., WiFi, GPS, cellular) to detect user locations
with near-centimeter precision accurately. However, protecting our competitive
advantages is crucial since these algorithms are proprietary and treated as black
boxes. Consequently, hiring individuals who may inadvertently expose sensitive
algorithms to GenAI collaboration poses a significant risk, particularly for com-
panies operating in sectors requiring stringent data protection measures.

In conclusion, navigating the intersection of GenAI and hiring practices
presents challenges for companies seeking to maintain a balance between human-
GenAI collaboration and responsibility. While leveraging AI technologies offers
potential benefits, careful consideration of ethical implications, data security
concerns, and competitive interests is important in ensuring responsible decision-
making within the hiring process.

4.2 Knowit - Security, Sustainability, and GenAI’s Mental Models

While the potential of Generative AI is undeniable, its integration into practi-
cal, real-world applications comes with significant challenges. Knowit is a large
consultancy firm focused on digital transformation. It combines IT, design, and
management with an emphasis on security, cloud, and AI services. At Knowit,
we are committed to sustainable practices and human rights. Despite over a year
of democratized access to GenAI, our clients are still primarily in the exploration
phase, hesitant to fully embrace its potential. We believe this hesitation stems
from several fundamental issues, including concerns about security, transforma-
tive use of technology, and environmental and economic sustainability.

The main challenge is related to security, uncertainty of regulations, privacy
concerns, and a large unknown attack surface through a plethora of chatbots. All
this makes it difficult and too risky for our customers to put the technology to
production use. Additionally, ‘hallucinations’-incorrect or nonsensical informa-
tion generated by these systems-pose another significant challenge. Our mental
models of computer technology usually let us think about data as a fact or
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something that is deterministic, predictable, and reliable. However, GenAI oper-
ates differently; it is based on statistics and probabilities. This unpredictabil-
ity requires us to rethink the way we understand and use this technology in
our systems and daily work. For instance, while tools like GitHub Copilot offer
coding assistance, concerns about energy consumption, code quality, and socio-
technical impacts on team collaboration continue to raise doubts about their
long-term productivity benefits. Another major sustainability challenge is the
substantial energy consumption associated with GenAI. For example, a single
Chat GPT query consumes fifteen times more energy than a standard Google
search, highlighting the environmental impact of this technology. Additionally,
the lack of clear revenue generation from GenAI investments raises concerns
about its long-term economic sustainability. For instance, the venture capital
firm Sequoia estimated that the AI industry spent $50 billion on Nvidia chips
to train advanced AI models last year but generated only $3 billion in revenue.
Knowit recognizes GenAI’s transformative potential but also acknowledges the
significant challenges associated with its adoption in real-world applications and
the sustainability challenges it brings. Addressing these issues is essential for
leveraging GenAI effectively and responsibly, ensuring both environmental and
economic viability.

4.3 Spotify on Algorithmic Responsibility

Every new technology should be approached with a healthy dose of skepti-
cism. This becomes harder when you see everyone around you jumping on the
bandwagon. Fortunately, at Spotify, we have over a decade of experience using
machine learning and artificial intelligence to enhance our products, especially in
the recommendation space. As a result, Spotify has been exposed to some of the
challenges inherent in using this technology, specifically in terms of algorithmic
bias. For example, we want to avoid recommendations that skew towards the
artist’s gender or towards more popular songs from certain artists. As part of
acting responsibly in this space, we have invested to avoid unintended algorith-
mic harm. Our research into algorithmic responsibility is helping us to avoid the
challenges. As AI tools become more popular and start powering more features
such as AI DJ or the AI Playlist Generation, we work to ensure that we build
a fair product, respects inclusion and diversity, and does not lead to discrimi-
natory outcomes. Another aspect relevant for Spotify, in the area of responsible
use of AI, is to consider the environmental impact, especially in the view of our
climate action and responsibility towards the climate crisis. This applies both
to Spotify using AI as part of our product portfolio and our use of tools such as
Large Language Models that help with the day to day tasks of our employees.

4.4 Schibsted Nordic Marketplaces on Governance and Learning

Schibsted Nordic Marketplaces (NMP) offers digital marketplaces for real estate,
job listings, mobility services, and classified ads. It is the leading company in
the Nordics, with significant market shares in Norway, Finland, Sweden, and

https://research.atspotify.com/algorithmic-responsibility
https://www.lifeatspotify.com/diversity-equity-impact/climate-action
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Denmark. We see AI as fundamental in two aspects. 1) The use of AI services will
be incorporated in new products based on our large data sets, and 2) AI tools will
also be integrated into the company’s development practices through the likes of
Copilot and other GenAI tools. Just as Apple revolutionized digital marketplaces
with the iPhone, AI technologies can bring about similar significant changes to
our products and the way we deliver the products. The new technology will
change how we operate and affect the daily lives of employees. NMP needs to
develop insights and knowledge about how to use commercial GenAI models and
deploy AI solutions responsibly.

In practice, “Responsible AI” involves establishing guidelines, processes, and
mechanisms to ensure that AI technology is available, easy to use, and imple-
mented in line with the organization’s values and goals while adhering to regula-
tions and ethical perspectives for fairness and sustainability. This can be seen as
a lesson learned from the move to cloud services, which do not work without a
defined governance structure. As with cloud services, this means taking respon-
sibility seriously in the procurement process and will influence the vendors we
choose for such products. This will pose a challenge for our software development
teams with a high degree of autonomy regarding technology choice and how they
work.

AI tools can influence collaboration and knowledge sharing within the orga-
nization. For example, internal communication and coordination within teams
may change, so governance structures are needed to support collaboration and
knowledge sharing. A key aspect will be investing in raising employees’ com-
petencies to leverage AI effectively. It’s not enough for individuals to learn, as
learning together is necessary to develop new practices for the use of technology
in a responsible way. And without knowledge of the technology and how to use
it responsibly, you won’t be able to do your work well.

5 Discussion and Future Research

Based on the industry experts’ statements, we have identified several challenges
related to responsible AI in agile software engineering. The most prominent are:

Finding a Balance Between Human and AI. As of now, the impact of
GenAI, e.g. ChatGPT, is not understood in terms of its long-term effects on
software engineering practices and the social processes involved in these prac-
tices. This raises concerns for our industry partners, already from before the
engineers are hired, raising questions about the eligibility of the candidates and
how to manage this from a recruiting standpoint. This might affect the fairness
of the hiring processes [11] as new hires are no longer selected on equal terms.
However, there is also a need to utilize AI’s positive effects, e.g., productivity
[7], and finding this balance while remaining responsible is challenging.

Unclear Effects on Communication and Collaboration. While balancing
human and AI automation is challenging, some effects go outside the individual
use of AI tools. One notable concern is how this will affect teams and organi-
zations and how they deal with learning [13]. This is particularly concerning as
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large-scale agile organizations are dependent on the communication, collabora-
tion, and knowledge sharing that occurs in and between teams. One approach
here is to use governance that limits and sets boundaries on tools and practices
for using AI, but this has a cost in terms of reduced autonomy in large-scale
agile contexts [2].

Managing Data Governance and Hallucinations. Data governance and
privacy issues do not just create challenges regarding AI, but the interest and
accessibility of the tools are making it particularly challenging to leverage the
technology. Individual developers must manage the data governance themselves
[13], which can be challenging for the developers [4]. Additionally, the uncertainty
of regulatory bodies makes it difficult for organizations to make good decisions.
Moreover, the data that comes out might be the effects of hallucinations, which
require developers to learn how to deal with bad code suggestions [7] and advice
[13]. Nevertheless, there are also positive effects of using AI, in achieving greater
security posture of the software developed [6].

Managing Responsible AI in Software Products. Managing and dealing
with the practical issues of using various AI tools are quite challenging. Com-
panies also want to embed these technologies into their products, providing new
interactive interfaces or recommendations. This means making development pro-
cesses that especially consider the potential of algorithmic harm to ensure fair-
ness, transparency, and accountability [11]. While the companies aim to avoid
these issues, there is a lack of frameworks and processes for managing this in the
software development life cycle [1].

6 Conclusions and Future Work

Organizations are being met with ever-increasing pressure to allow individuals
to use GenAI for their activities while also wanting to exploit and explore the
potential of both GenAI and AI in their products and services.

According to our findings, organizations need to deal with challenges on
different organizational levels: 1) Organization, 2) Team, and 3) Individual, as
these challenges are interrelated between the different parts of an organization
and need to be managed simultaneously.

What remains, however, is a clear approach to dealing with human-AI collab-
oration for agile organizations. There are five different ways to look at human-AI
collaboration in the organization according to KolbjÃÿrnson [5]: 1) Individuals
working without AI, 2) Collective, multiple people working together, 3) Auto-
mated, when work is done without human interference, 4) Augmented individ-
uals, doing work together with AI, and 5) Augmented teams, when multiple
people collaborate with AI.

What recent studies have shown, both experimental [3] and real-life settings
[13], is that the exploration and subsequent use of GenAI is largely done by
individuals and organizations seem to have a goal of automating work, and thus
becoming more efficient.
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As more and more organizations race towards more automated work, and thus
becoming more efficient, there is a risk that we lose out on the decades of research
on agile in organizations, putting a focus on collaboration and coordination.
We, therefore argue that organizations and researchers should look into how
collectives, such as agile teams, and organizations together can collaborate with
Artificial Intelligence, be it generative or otherwise.
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