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GPUOPEN
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OCCUPANCY?
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LOGICAL GRAPHICS PIPELINE

Input Assembler Vertex Shader Rasterizer Output MergerPixel Shader
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LOGICAL GRAPHICS PIPELINE
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HIGH LEVEL OVERVIEW
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WGP
Workgroup Processor (WGP)
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WGP
Workgroup Processor (WGP)

C
on

st
an

t C
ac

he

In
st

ru
ct

io
n 

C
ac

he

Lo
ca

l D
at

a 
Sh

ar
e

Compute Unit (CU)

L0

Te
xt

ur
e 

U
ni

t

R
ay

 A
cc

el
er

at
or

VALU

Float / Int MACC ( 32-wide )

Float MACC ( 32-wide )

Vector General Purpose Register ( VGPR )

SALU
Scalar 
GPR

Scalar 
ALU

VALU

Float / Int MACC ( 32-wide )

Float MACC ( 32-wide )

Vector General Purpose Register ( VGPR )

SALU
Scalar 
GPR

Scalar 
ALU

Compute Unit (CU)

L0

VALU

Core MACC ( 32-wide )

Side MACC ( 32-wide )

Vector General Purpose Register ( VGPR )

SALU
Scalar 
GPR

Scalar 
ALU

VALU

Core MACC ( 32-wide )

Side MACC ( 32-wide )

Vector General Purpose Register ( VGPR )

SALU
Scalar 
GPR

Scalar 
ALU

Transcendental
( 8-wide )

Double precision unit
( 1-wide  )

Transcendental
( 8-wide )

Double precision unit
( 1-wide  )

Transcendental
( 8-wide )

Double precision unit
( 2-wide  )

Transcendental
( 8-wide )

Double precision unit
( 2-wide  )

Te
xt

ur
e 

U
ni

t



OCCUPANCY EXPLAINED THROUGH THE AMD RDNA  ARCHITECTURE   |   GRAPHICS PROGRAMMING CONFERENCE 2024 13

WGP
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dispatch(a, b, c)

COMPUTE & THREADGROUPS
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COMPUTE & THREADGROUPS
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WAVEFRONTS
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LOCKSTEP EXECUTION

[numthreads(32, 1, 1)]
void CSMain( uint threadIndex :SV_DispatchThreadID )
{
  int sum = 0;
  if(threadIndex < 16)
  {
    sum += 1;
  }
  else
  {
    sum += 2;
  }

  data[threadIndex] = sum;
}
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LOCKSTEP EXECUTION

[numthreads(32, 1, 1)]
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  }

  data[threadIndex] = sum;
}
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LOCKSTEP EXECUTION

[numthreads(32, 1, 1)]
void CSMain( uint threadIndex :SV_DispatchThreadID )
{
  int sum = 0;
  if(threadIndex < 16)
  {
    sum += 1;
  }
  else
  {
    sum += 2;
  }

  data[threadIndex] = sum;
}
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LOCKSTEP EXECUTION

[numthreads(32, 1, 1)]
void CSMain( uint threadIndex :SV_DispatchThreadID )
{
  int sum = 0;
  if(threadIndex < 16)
  {
    sum += 1;
  }
  else
  {
    sum += 2;
  }

  data[threadIndex] = sum;
}
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cbuffer input : register(b0){ int data; };
RWBuffer<int> output : register(u0);

[numthreads(32, 1, 1)]
void CSMain( uint threadIndex : SV_DispatchThreadID )
{
  int sum = 0;
  sum += threadIndex;
  sum += data;
  output[threadIndex] = sum;
}

SIMD & LOCKSTEP
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cbuffer input : register(b0){ int data; };
RWBuffer<int> output : register(u0);

[numthreads(32, 1, 1)]
void CSMain( uint threadIndex : SV_DispatchThreadID )
{
  int sum = 0;
  sum += threadIndex;
  sum += data;
  output[threadIndex] = sum;
}

SIMD & LOCKSTEP

sum: 0 sum: 0 sum: 0 sum: 0 …
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cbuffer input : register(b0){ int data; };
RWBuffer<int> output : register(u0);
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cbuffer input : register(b0){ int data; };
RWBuffer<int> output : register(u0);

[numthreads(32, 1, 1)]
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cbuffer input : register(b0){ int data; };
RWBuffer<int> output : register(u0);

[numthreads(32, 1, 1)]
void CSMain( uint threadIndex : SV_DispatchThreadID )
{
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cbuffer input : register(b0){ int data; };
RWBuffer<int> output : register(u0);

[numthreads(32, 1, 1)]
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cbuffer input : register(b0){ int data; };
RWBuffer<int> output : register(u0);
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ASSIGNED WAVEFRONTS
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ASSIGNED WAVEFRONTS

Wavefronts don’t have to be executed in 
order

Wavefronts execution can be interrupted 
and resumed at any time
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WAVEFRONT SCHEDULING & LATENCY HIDING
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WAVEFRONT SCHEDULING & LATENCY HIDING
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WAVEFRONT SCHEDULING & LATENCY HIDING
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WAVEFRONT SCHEDULING & LATENCY HIDING
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WAVEFRONT SCHEDULING & LATENCY HIDING
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WAVEFRONT SCHEDULING & LATENCY HIDING
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WAVEFRONT SCHEDULING & LATENCY HIDING
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WAVEFRONT SCHEDULING & LATENCY HIDING
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WAVEFRONT SCHEDULING & LATENCY HIDING
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WAVEFRONT SCHEDULING & LATENCY HIDING
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WAVEFRONT SCHEDULING & LATENCY HIDING
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WAVEFRONT SCHEDULING & LATENCY HIDING
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LATENCY HIDING IN RGP
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Occupancy is the ratio of assigned 
wavefronts to the maximum available slots

SIMD – 25% occupancy
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Occupancy is the ratio of assigned 
wavefronts to the maximum available slots

SIMD – 25% occupancy SIMD - 75% occupancy
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Better occupancy doesn’t mean better 
performance !
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Latency bound workloads *might* benefit 
from increased occupancy
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In memory bound scenarios, increasing 
occupancy might thrash the caches
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THEORETICAL OCCUPANCY – GPRS

[numthreads(32, 1, 1)]
void CSMain( uint threadIndex :
 SV_DispatchThreadID )
{
  int sum = 0;
  if(threadIndex < 16)
  {
    sum += 1;
  }
  else
  {
    sum += 2;
  }

  data[threadIndex] = sum;
}
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THEORETICAL OCCUPANCY – GPRS
shader main
  asic(GFX10_3)
  type(CS)
  sgpr_count(6)
  vgpr_count(8)
  wave_size(32)
  s_version     UC_VERSION_GFX10 | UC_VERSION_W32_BIT 
  s_inst_prefetch 0x0003               
  s_getpc_b64    s[0:1]                 
  s_mov_b32     s0, s2                 
  s_load_dwordx4  s[4:7], s[0:1], null         
  v_mad_u32_u24  v1, s3, 32, v0            
  v_cmp_gt_u32   vcc_lo, 16, v1             
  v_cndmask_b32  v2, 2, 1, vcc_lo           
  v_mov_b32     v3, v2                 
  v_mov_b32     v4, v2                 
  v_mov_b32     v5, v2                 
  s_waitcnt     lgkmcnt(0)              
  buffer_store_format_xyzw v[2:5], v1, s[4:7], 0 idxen glc
  s_endpgm

[numthreads(32, 1, 1)]
void CSMain( uint threadIndex :
 SV_DispatchThreadID )
{
  int sum = 0;
  if(threadIndex < 16)
  {
    sum += 1;
  }
  else
  {
    sum += 2;
  }

  data[threadIndex] = sum;
}
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THEORETICAL OCCUPANCY – GPRS
shader main
  asic(GFX10_3)
  type(CS)
  sgpr_count(6)
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  wave_size(32)
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  s_inst_prefetch 0x0003               
  s_getpc_b64    s[0:1]                 
  s_mov_b32     s0, s2                 
  s_load_dwordx4  s[4:7], s[0:1], null         
  v_mad_u32_u24  v1, s3, 32, v0            
  v_cmp_gt_u32   vcc_lo, 16, v1             
  v_cndmask_b32  v2, 2, 1, vcc_lo           
  v_mov_b32     v3, v2                 
  v_mov_b32     v4, v2                 
  v_mov_b32     v5, v2                 
  s_waitcnt     lgkmcnt(0)              
  buffer_store_format_xyzw v[2:5], v1, s[4:7], 0 idxen glc
  s_endpgm

[numthreads(32, 1, 1)]
void CSMain( uint threadIndex :
 SV_DispatchThreadID )
{
  int sum = 0;
  if(threadIndex < 16)
  {
    sum += 1;
  }
  else
  {
    sum += 2;
  }

  data[threadIndex] = sum;
}
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THEORETICAL OCCUPANCY – GPRS
shader main
  asic(GFX10_3)
  type(CS)
  sgpr_count(6)
  vgpr_count(8)
  wave_size(32)
  s_version     UC_VERSION_GFX10 | UC_VERSION_W32_BIT 
  s_inst_prefetch 0x0003               
  s_getpc_b64    s[0:1]                 
  s_mov_b32     s0, s2                 
  s_load_dwordx4  s[4:7], s[0:1], null         
  v_mad_u32_u24  v1, s3, 32, v0            
  v_cmp_gt_u32   vcc_lo, 16, v1             
  v_cndmask_b32  v2, 2, 1, vcc_lo           
  v_mov_b32     v3, v2                 
  v_mov_b32     v4, v2                 
  v_mov_b32     v5, v2                 
  s_waitcnt     lgkmcnt(0)              
  buffer_store_format_xyzw v[2:5], v1, s[4:7], 0 idxen glc
  s_endpgm

[numthreads(32, 1, 1)]
void CSMain( uint threadIndex :
 SV_DispatchThreadID )
{
  int sum = 0;
  if(threadIndex < 16)
  {
    sum += 1;
  }
  else
  {
    sum += 2;
  }

  data[threadIndex] = sum;
}
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RADEON  GPU PROFILER TO THE RESCUE

For max occupancy
• Wave32 - 1536 / 16 = 96 VGPR per wave
• Wave64 - 1536 / 2 / 16 = 48 VGPR per wave
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RADEON  GPU PROFILER TO THE RESCUE
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RADEON  GPU ANALYZER TO THE RESCUE
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RADEON  GPU ANALYZER TO THE RESCUE
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THEORETICAL OCCUPANCY – LDS & THREADGROUP_SIZE
Workgroup Processor (WGP)
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MEASURED OCCUPANCY
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MEASURED OCCUPANCY
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LACK OF WORK LIMITED OCCUPANCY

Shader Engines (SE): 6
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LACK OF WORK LIMITED OCCUPANCY

Shader Engines (SE): 6
WorkGroup Processors (WGP) / SE: 8
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LACK OF WORK LIMITED OCCUPANCY

Shader Engines (SE): 6
WorkGroup Processors (WGP) / SE: 8
Total WGP: 6 * 8 = 48
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LACK OF WORK LIMITED OCCUPANCY

Shader Engines (SE): 6
WorkGroup Processors (WGP) / SE: 8
Total WGP: 6 * 8 = 48
SIMD per WGP: 4
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LACK OF WORK LIMITED OCCUPANCY

Shader Engines (SE): 6
WorkGroup Processors (WGP) / SE: 8
Total WGP: 6 * 8 = 48
SIMD per WGP: 4
Total SIMD: 4 * 48 = 192



OCCUPANCY EXPLAINED THROUGH THE AMD RDNA  ARCHITECTURE   |   GRAPHICS PROGRAMMING CONFERENCE 2024 66

LACK OF WORK LIMITED OCCUPANCY

Shader Engines (SE): 6
WorkGroup Processors (WGP) / SE: 8
Total WGP: 6 * 8 = 48
SIMD per WGP: 4
Total SIMD: 4 * 48 = 192
Wave slots per SIMD: 16
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LACK OF WORK LIMITED OCCUPANCY

Shader Engines (SE): 6
WorkGroup Processors (WGP) / SE: 8
Total WGP: 6 * 8 = 48
SIMD per WGP: 4
Total SIMD: 4 * 48 = 192
Wave slots per SIMD: 16
Wave slots: 16 * 192 = 3072
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LACK OF WORK LIMITED OCCUPANCY

Shader Engines (SE): 6
WorkGroup Processors (WGP) / SE: 8
Total WGP: 6 * 8 = 48
SIMD per WGP: 4
Total SIMD: 4 * 48 = 192
Wave slots per SIMD: 16
Wave slots: 16 * 192 = 3072

Max occupancy  
510 / 3072 = 16.6%
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FILL THE GPU WITH ENOUGH WORK
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FEED DEM GPUs
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OCCUPANCY GAP
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OCCUPANCY GAP
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LET YOUR WORKLOADS OVERLAP
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LET YOUR WORKLOADS OVERLAP
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LET YOUR WORKLOADS OVERLAP
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LET YOUR WORKLOADS OVERLAP
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LAUNCH RATE LIMITED WORKLOAD



OCCUPANCY EXPLAINED THROUGH THE AMD RDNA  ARCHITECTURE   |   GRAPHICS PROGRAMMING CONFERENCE 2024 78

LAUNCH RATE LIMITED WORKLOAD



OCCUPANCY EXPLAINED THROUGH THE AMD RDNA  ARCHITECTURE   |   GRAPHICS PROGRAMMING CONFERENCE 2024 79

GEOMETRY WORKLOADS
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GEOMETRY WORKLOADS
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OCCUPANCY LIMITERS
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Q: Does better occupancy necessarily mean 
better performance?
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Q: Does better occupancy necessarily mean 
better performance?

Slot 1 

Slot 0 ALU ALU

Time

Wavefront A

Wavefront B

ALUALU ALU ALU ALU ALU ALU ALU ALU
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Q: When should I care about occupancy?
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Q: When should I care about occupancy?

Slot 1 

Slot 0 ALU ALU MEM

Time

Wavefront A

Wavefront B
Fetching data

ALU ALU ALU ALU ALU MEM

ALU ALU
Memory
becomes
available

A: When the GPU needs help 
hiding latency
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Q: Does maximum occupancy mean that all 
the memory access latency from my shader 

is hidden?
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Q: Does maximum occupancy mean that all 
the memory access latency from my shader 

is hidden?
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Q: Is lower theoretical occupancy always bad for 
performance?



OCCUPANCY EXPLAINED THROUGH THE AMD RDNA  ARCHITECTURE   |   GRAPHICS PROGRAMMING CONFERENCE 2024 89

Q: Is lower theoretical occupancy always bad for 
performance?
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Q: Is lower theoretical occupancy always bad for 
performance?
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REGISTER SPILLING
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REGISTER SPILLING
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COPYRIGHT AND DISCLAIMER

 ©2024 Advanced Micro Devices, Inc.  All rights reserved.
 AMD, the AMD Arrow logo, and combinations thereof are trademarks of Advanced Micro Devices, Inc. Other product names used in this publication are for 

identification purposes only and may be trademarks of their respective companies.

 The information presented in this document is for informational purposes only and may contain technical inaccuracies, omissions, and typographical errors. The 
information contained herein is subject to change and may be rendered inaccurate releases,  for many reasons, including but not limited to product and roadmap 
changes, component and motherboard version changes, new model and/or product differences between differing manufacturers, software changes, BIOS 
flashes, firmware upgrades, or the like. Any computer system has risks of security vulnerabilities that cannot be completely prevented or mitigated.  AMD 
assumes no obligation to update or otherwise correct or revise this information. However, AMD reserves the right to revise this information and to make changes 
from time to time to the content hereof without obligation of AMD to notify any person of such revisions or changes.

 THIS INFORMATION IS PROVIDED 'AS IS." AMD MAKES NO REPRESENTATIONS OR WARRANTIES WITH RESPECT TO THE CONTENTS HEREOF 
AND ASSUMES NO RESPONSIBILITY FOR ANY INACCURACIES, ERRORS, OR OMISSIONS THAT MAY APPEAR IN THIS INFORMATION. AMD 
SPECIFICALLY DISCLAIMS ANY IMPLIED WARRANTIES OF NON-INFRINGEMENT, MERCHANTABILITY, OR FITNESS FOR ANY PARTICULAR 
PURPOSE. IN NO EVENT WILL AMD BE LIABLE TO ANY PERSON FOR ANY RELIANCE, DIRECT, INDIRECT, SPECIAL, OR OTHER CONSEQUENTIAL 
DAMAGES ARISING FROM THE USE OF ANY INFORMATION CONTAINED HEREIN, EVEN IF AMD IS EXPRESSLY ADVISED OF THE POSSIBILITY OF 
SUCH DAMAGES.
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 - francois.guthmann@amd.com
 / X - @frguthmann

THANK YOU !
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